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Abstract
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School of Engineering

Doctor of Philosophy

Preview-Based Control Methods for Ocean Wave Disturbance Mitigation

for Underwater Robots

by Kyle Liam Walker

A major factor in the drive to reduce the costs associated with offshore energy

generation has been the development and adoption of robotic systems, which of-

fer cost-efficient and safer alternatives in comparison to traditional human-operated

maintenance procedures. With respect to renewable energy devices, challenges arise

when attempting to deploy robotic technologies owing to the energetic environments

in which devices are located, where large magnitude ocean waves are common-place.

Here, shallow operational depth magnifies the complexity and associated risks of in-

spection and maintenance tasks, meaning traditional feedback control often lacks in

performance and fails to guarantee safe operation; this has been a major limiting fac-

tor in technology uptake thus far. By investigating a solution to this control problem,

the adoption of robotics by the sector will be accelerated, indirectly contributing to

reducing operational costs and improving the uptake of clean ocean energy technolo-

gies.

In this thesis, the challenges highlighted above are investigated in relation to both

rigid and soft robotic systems, aiming to devise a control methodology which can

successfully minimize wave-induced disturbances. To do so, firstly a computationally

inexpensive and generalised model to estimate the wave disturbances experienced by

an underwater vehicle is developed and validated experimentally. Upon verification

of this low-order model, an analytical reformulation is performed to establish scal-

ing laws for positional error during feedback-controlled station keeping under wave

disturbances. These scaling laws provide a first assessment tool in defining the level

of control performance required and define a clear threshold of operative conditions

beyond which feedback control becomes unreliable.

HTTPS://WWW.ED.AC.UK
https://www.eng.ed.ac.uk/research/institutes/imns
https://www.eng.ed.ac.uk


x

This motivates the need for more advanced control strategies. The proposed so-

lution in this thesis is postulated on the inclusion of short-term horizon disturbances

within the calculation of future control actions. An ocean wave predictor is imple-

mented based on Deterministic Sea Wave Predictions (DSWP), a technique originally

intended for renewable energy harvesters which operate at fixed-points. Here, the ac-

curacy and applicability of DSWP is experimentally verified for short-time horizon

conditions, which can be exploited for vehicle control applications. The ocean wave

predictor is then implemented in two main control methods: one exploits the distur-

bance preview knowledge as a purely feed-forward control action, whilst the other

embeds this knowledge within a Nonlinear Model Predictive Controller (NMPC) to

optimise over a time horizon. A sensitivity analysis is performed with regards to

robustness to noise and performance of both control methods, exploring the applica-

bility with regards to real time operations. Lastly, a similar approach is adopted for

control of a soft underwater manipulator, which could potentially be mounted on a

station keeping vehicle. This explores the use of NMPC for controlling the position

of the end-effector in the presence of wave disturbances. This final piece of analysis

examines the applicability of the approach in relation to a system with highly nonlin-

ear dynamics, where the body is anticipated to be influenced even further than the

rigid-body case.

Upon presentation of the above work, this thesis introduces a solution for ex-

ploiting the predictive nature of wave-induced disturbances on submerged bodies to

mitigate the experienced loads; in doing so, the effectiveness of this new approach

is proven to vastly increase the operational range of existing robots, with minimal

external infrastructure modifications required. This realistic solution presents a high

potential opportunity to increase the level of automation currently deployed within

the offshore sector, facilitating the ability to operate in hazardous scenarios safely

and effectively.
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Chapter 1

Introduction

Robotic systems are anticipated to play a large role in what is dubbed the Fourth

Industrial Revolution [1, 2], but the vast majority of current solutions are still largely

confined to extremely controlled environments where safety requirements are less

stringent. Only recently have robots been conceived as mobile systems deployed in the

real world in the shape of legged robots [3], aerial vehicles [4] and marine vehicles [5, 6]

(amongst others) for assisting with inspection and maintenance tasks. Particularly in

a marine environment, robotic vehicles have offered the potential to improve the safety

of a number of operations [7], whilst simultaneously driving down the overall costs

associated with energy generation and the requirement for systematic and routine

maintenance during a plant’s lifetime [8]. This is supported heavily by the statistics

displayed in Fig. 1.1 [9], showing a positive trend over time of increased Remotely

Operated Vehicle (ROV) usage and Autonomous Underwater Vehicle (AUV) demand,

paired with greater investment into technology development; this surpassed $100

million in 2016 and has continued to rise since. Although these vehicles have been

deployed and utilised for decades within the offshore oil and gas sector [10], the

transition into other areas of offshore operations has yet to fully emerge.

Deploying autonomous systems to perform Operation and Maintenance (O&M)

tasks has the potential to reduce workforce costs by up to 50% [11]. Offshore wind

turbines, for example, are anticipated to have O&M costs ranging from 20− 25% of

total energy costs; in contrast to their onshore counterparts, this is 10% higher than

the anticipated range of 10− 15% [12]. This is mainly attributed to their remote and

harsh operational environments, coupled with restricted weather windows for safe and

effective O&M [13]. However, several problems exist when adopting autonomous sys-

tems, mainly stemming from the robot undertaking tasks independent of an operator

[14]; this ultimately raises questions over system safety during deployment for inter-

ventive maintenance. Alternatively, a more realistic and attainable solution is the

introduction of hybrid vehicles, which can operate fully autonomously in particular

scenarios but are piloted in others [15, 16]. This breed of vehicle has the benefits of

added safety measures, allowing pilot intervention at necessary intervals when safety

is questioned [17]. Such mode of operation can facilitate, for instance, the vehicle

being piloted to a particular location near a structure and subsequently maintain
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Figure 1.1: Industry trends of ROV and AUV usage within the Oil and Gas sector,
where the size and color of the dots are relative to the number of AUV units (demand).
The right axis refers to the investment in USD, showing a positive trend over time

analogous to the number of ROV usage days (left axis) [9].

this position autonomously, thus allowing the pilot to focus solely on inspecting the

structure or perform other peripheral contact maintenance procedures.

Particularly within the context of offshore marine renewable devices this becomes

advantageous, as routinely deploying vehicles becomes restricted owing to the turbu-

lent nature of the operational environment. As noted in [8], a major technological

limitation preventing deployment is that "in shallower waters, strong hover capabili-

ties are necessary for close visual inspection and manipulation tasks, but current ROV

capabilities do not perform well in the currents experienced at these water depths".

Although this refers specifically to currents, an analogous observation can be made

for wave disturbances given that fundamentally they both result in fluid velocity

and acceleration vector fields; the difference is that waves display cyclical behaviour.

These disturbances can have a significant influence over the vehicle dynamic behaviour

which can be detrimental to the safety of the operation, limiting the range of con-

ditions in which vehicle can be deployed [18]. These encountered scenarios require a

much higher degree of autonomy, reliability and robustness on the robot side, with

the control complexity increasing accordingly; this complexity increases further when

considering the nature of these environmental disturbances, which are often above the

vehicle operational threshold in significant wave height or more commonly spectral

peak period [9] (Fig. 1.2). An analogous observation can be made for intervention

tasks, where the risk is exacerbated by the use of a manipulator to operate valves,

inspect welds or perform other contact tasks. Indeed, in these scenarios the limitation

extends from the control to include the structure of the manipulator itself - distur-

bances can be of significant magnitude and unexpected torques to the floating base

can potentially lead to collisions [19], damaging the rigid joints and links which form

the manipulator. As above, this presents the question of how these disturbances can
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Figure 1.2: (a) Time series sample set of data for (a) sea state wave height parameters
and (b) sea state period parameters showing the operational boundary for an ROV [9]

where deployment would not even be considered by the operator.

be minimised and how the robustness of these systems in general can be improved to

help facilitate a larger uptake in the marine renewable sector.

Throughout this thesis, the consideration and mitigation of wave-induced distur-

bances encountered by underwater robots is investigated, exploring the use of pre-

dictive control methods for both state control of an underwater vehicle and posture

regulation of a conceptual soft robotic manipulator, the latter having the potential

to be mounted on the floating base. This chapter provides an initial introduction

to the motivation behind the work, discussing the relevance and importance of the

topic before detailing a set of specific research objectives. Next, the specific contribu-

tions are listed, before finally giving an overview of the thesis structure and chapter

organisation.
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Figure 1.3: The evolution of robotic manipulators over time from left to right, with
the state-of-the-art fully continuum representation on the far right capable of continuous

bending [20].

1.1 Motivation

To broaden the range in which marine vehicles can be deployed and exploited to great

effect, control strategies are required which can handle dynamic, nonlinear and large-

magnitude disturbances to the system and minimise the risk of causing damage to the

vehicle or plant (if operating nearby a device or structure). With the recent advance

of computing power, predictive control schemes are gaining significant recognition

for increasingly challenging applications, with a large portion of these focusing on

dynamic robot control. In particular, Model Predictive Control (MPC) is one avenue

which offers the potential to solve a multitude of problems associated with conven-

tional methods and offer better performance [21, 22], mainly due to the capacity for

handling constraints in the optimisation phase along with explicit consideration of

nonlinear system dynamics [23].

Similarly, the structural robustness and control of intervention tools must be

improved alongside vehicle control if the uptake of robotic systems is to continue

increasing. These two elements form the basis of the majority of operations in the

marine sector, where reliability is of the upmost importance for both navigation and

manipulation. An interesting area which can be extremely applicable for achieving

high reliability and robustness is the use of soft robotic concepts, such as those that

are fundamental to continuum manipulators [20, 24] (like those shown in Fig. 1.3).

Typically, current underwater manipulator designs are similar to the non-redundant

example given in Fig. 1.3. Soft manipulators have surprisingly seen little transition

into industry despite the superior flexibility offered by their hyper-redundant nature,

especially within the offshore industry where the adoption of soft robotic technologies

is virtually absent. The compliant nature of these soft structures and ability to handle

disturbances without incurring significant damage is highly advantageous [9]; when

coupled with a sufficient control scheme, soft robotics could offer highly effective
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solutions in these particularly hazardous oceanic environments.

Focusing on the effect of environmental loading, the explicit inclusion of modelled

disturbances as preview information within the control strategy is often overlooked.

In a marine setting, the robot is often disturbed by environmental forces such as

those induced by ocean waves; given that ocean waves have a large degree of associ-

ated predictability, formulating an preview of these forces in an anticipatory manner

can potentially improve control performance [25]. If effective, the operational condi-

tions of the robot will be greatly expanded, improving the ability to perform tasks

where operation at close-proximity to submerged structures is required. Approaches

thus far tend to formulate statistic based-disturbance models, for example evaluating

Response Amplitude Operators (RAOs) [26], rather than forming an explicit discrete

temporal prediction of the future system disturbance and incorporating this within

the plant model; when disturbances are large and dynamic (as common in shallower

waters), this current approach may fail to sufficiently capture the induced vehicle

response required for effective mitigation.

These major factors form the key motivation behind this thesis, which aims to in-

vestigate the use of explicitly modelled temporal wave disturbance estimations within

a general control framework to actively mitigate state perturbations. The strategy in

question is intended to be applicable to various systems; this thesis aims to demon-

strate this by applying the framework for control of both an underwater vehicle and

an underwater soft robotic manipulator. When considered together, these form two

key elements which can facilitate a greater uptake of robotics in the marine renew-

able sector, providing a solution to broaden the operational environments of current

unmanned systems. Ultimately, the overarching benefit is the reduction of associated

maintenance and inspection costs, assisting in improving the cost viability of energy

generation from marine energy devices [11].

1.2 Research Objectives

As alluded to previously, there are still limitations with respect to the environments

underwater vehicles are capable of safely operating within, specifically with respect

to intervention tasks where the vehicle is situated in close proximity to subsea struc-

tures. This increases susceptibility to damage inflicted to either the structure or the

vehicle, motivating the demand for improved techniques for wave disturbance miti-

gation. With respect to this, the fundamental objective of this thesis is to investigate

the use of predictive control methods for wave disturbance rejection in underwater

robotic systems, more specifically related to vehicle dynamic control and manipulator

control. Expanding this into a set of defined objectives, this thesis aims to achieve

the following:

1. Develop a low-order and computationally efficient method for estimating wave-

induced disturbances on a submerged body. The aim of this objective is to
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reduce the necessary computation for the control scheme, but also to generalise

load estimations and provide a basis for the formulation of scaling laws for

estimating key control related performance parameters.

2. Exploit wave disturbance predictions by developing a predictive control archi-

tecture for dynamic vehicle station keeping, explicitly considering disturbances

as an additional direct input to the controller. This will encapsulate a wave

forecasting algorithm coupled with MPC, drawing comparisons to alternative

well-established control methods within the field.

3. Apply an analogous methodology to underwater soft robotic manipulators, with

the aim of developing a controllable manipulator with a higher degree of robust-

ness to environmental interactions than current rigid-link manipulators.

The common goal of all of the defined objectives relates to how the performance

of the system control can be increased in underwater robotics when the plant is

subjected to predictable disturbances.

1.3 Thesis Contributions

The major contributions in this thesis are as follows:

1. A detailed experimental validation of a piece-wise integration model for wave-

induced load estimations (Chapter 4) [27, 28, 29, 30], coupled with an exper-

imental validation of Deterministic Sea Wave Predictions (DSWP) over short

distances for short time-horizon predictive control (Chapter 5). These consti-

tute the predictive element of the overall proposed framework.

2. A generalised analytical model for estimating key station keeping performance

metrics using only statistical wave parameters and lumped vehicle character-

istics, offering a basis for performance scaling laws related to station-keeping

vehicles in waves (Chapter 4).

3. A complete end-to-end framework for predictive disturbance rejection of wave-

induced loads on an actively controlled underwater vehicle (Chapter 5). DSWP

is used to obtain an estimate of wave disturbances ahead of time and a Nonlinear

Model Predictive Controller (NMPC) generates the optimised control actions

to maintain a stationary position (or follow a trajectory).

4. An NMPC framework for end-effector control of a multi-segment soft manip-

ulator, enabling posture regulation and trajectory tracking via active rejection

of unsteady wave disturbances (Chapter 6).

A related but minor contribution is a feed-forward control scheme for disturbance

rejection [31], presented in Chapter 5, exploiting the same wave disturbance predic-

tor model. This predictor provides model-based adjustments to feedback generated
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control actions for mitigating vehicle displacement, representing an effective and com-

putationally less burdening solution to a fully-fledged NMPC. As far as the author

is aware, these have not been covered in the literature and constitute entirely novel

contributions to the field of marine robotics.

1.4 Structure Outline

The remainder of this thesis is structured as follows: Chapter 2 presents a review of

the literature in the field of dynamic control of underwater vehicles and soft manipu-

lators, along with wave forecasting methods. Chapter 3 covers preliminary knowledge

required for the following sections, namely the modelling of the ocean environment,

underwater vehicles and soft robots. Subsequently, the novelties within this thesis

are covered in Chapters 4-6.

Chapter 4 presents a proposed low-order wave-induced disturbance model, coupled

with an experimental study performed to validate the model, whilst also introducing

a proposed framework for generalising the behaviour of underwater vehicles using

only well-known statistical parameters. Chapter 5 describes the proposed prediction

and control framework for active wave disturbance rejection relating to an underwa-

ter vehicle covering the complete proposed framework for improving station keeping

and trajectory tracking performance. This exploits DSWP and the wave disturbance

model presented in Chapter 4 to provide preview information of estimated distur-

bances to the vehicle state ahead of time. An experimental study on DSWP over

short distances is presented, which extends the experimental findings in Chapter 4

to prove the validity of the approach within the context of vehicle control. This

predictive stage is then coupled with a NMPC to maintain the vehicle position in 3

Degrees of Freedom (DOF) in simulation, using an Extended Kalman Filter (EKF) to

estimate the vehicle state throughout the operation. Chapter 6 investigates applying

this same methodology to a soft robotic manipulator, also using a NMPC structure

for maintaining the end-effector position under disturbances and in the presence of

actuation failure, also in simulation.

Lastly, Chapter 7 provides concluding remarks summarising the findings of this

thesis and suggests necessary directions of future work.
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Chapter 2

Literature Review

2.1 Dynamic Control of Underwater Robots

The focus of this section is on reviewing state-of-the-art dynamic control methodolo-

gies being developed for deployment on underwater robots, specifically underwater

vehicles and underwater soft robots. With regards to the former, a particular fo-

cus is placed on architectures designed for the purpose of performing vehicle station

keeping - the act of remaining as stationary as possible under the influence of exter-

nal disturbances. In the context of this thesis, station keeping specifically refers to

minimising both positional and attitude displacements relative to a defined reference

state. The reviewed control strategies have been conveniently grouped into what are

commonly referred to as Classical Control strategies and Modern Control strategies

in Section 2.1.1 and 2.1.2 respectively. For control of underwater soft robots, the

review is not limited to applications underwater but general state-of-the-art control

and is discussed in Section 2.1.4 . Finally, Section 2.1.5 presents a reflection on this

component of the literature review, identifying the areas which the research objectives

of this thesis are intended to contribute.

2.1.1 Classical Control for Underwater Vehicles

In this review, classical control refers to the generation of control inputs relative to

external impulses or cues through some form of feedback process. The controller is

provided with information of the reference goal and typically exploits sensor measure-

ments to determine an understanding of the system state, subsequently generating

control actions to achieve the prescribed goal state. Classical control is generally the

approach currently adopted within industry, usually offering a simpler reliable solu-

tion where operating environments are devoid of major disturbances and the plant

behaviour has linear or close to linear dynamics. However, the increased need to

deploy highly dynamic robots has led to more complex control strategies being re-

quired [8, 4]. This section of this review will therefore discuss approaches to classical

control for underwater vehicles which have shown potential, but also highlight why

more robust and higher performance control techniques are required.
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One of the most recognised and widely used forms of classical control is Proportional-

Integral-Derivative (PID) control [32]. The controller form can vary from operating

as a stand-alone controller to a smaller component of a larger complex control hier-

archy. State feedback is utilised with reference to a desired condition and the error

is tracked, with the controller generating a control action relative to the objective

of driving the system to the desired condition. Each term (Proportional, Integral,

Derivative) has an associated gain which affects the response; each gain can also be

fine tuned for improved controller performance, either using classical heuristic meth-

ods such as Ziegler-Nichols [32] or by other means such as using algorithms to self-tune

the controller [33, 34, 35]. PID control for underwater vehicles has been extensively

investigated [36, 37, 38, 39], but applicability is largely dependent on the scenario and

ocean conditions. Often, a standard PID controller alone is not suitable when the

operating environment is highly dynamic, for instance when surface waves propagate

through the water column causing frequent and significant state perturbations [40].

In these situations, the corrective nature of PID control has a detrimental effect on

set-point tracking performance [30, 21]; under wave-induced disturbances, this will

ultimately drive the vehicle into a continuous back-and-forth motion as the control

attempts to achieve the desired state configuration whilst being constantly displaced.

Different methods have been developed to adapt and improve traditional PID control,

combining the basic principle with advanced concepts to improve robustness, relia-

bility and overall performance. For example, neural networks have been introduced

for self-tuning purposes [41], but performance is not always consistent and can lead

to erratic behaviour in some instances. Other concepts have introduced disturbance

observers [42] or estimators to control certain degrees of freedom, still employing a

PID control law to generate the control action but accounting for estimations in the

process. However, given that the controller is still postulated based on a reactive re-

sponse, the performance is fundamentally limited by the timescale of the disturbance

relative to that of the actuators, thus can potentially lead to large deviations.

Alternatively, Sliding Mode Control (SMC) has been proposed for the control of

underwater vehicles [43, 44, 45, 46], handling disturbances by treating them as un-

certainty within the system [47, 48, 49] and compensating for the error by switching

between the different modes. This offers an advantage over PID control, particularly

in nonlinear system control [50, 51], but exposes the system to the well-documented

problem of "chattering", which can cause undesirable oscillations in the control signal

and lead to accelerated wear of the propeller motors. Attempts to remedy the chatter-

ing issue in SMC are numerous [52, 53], but the drawback is the additional complexity

and tools required to reduce this effect and complete mitigation is not a guarantee.

Similarly, varying forms of adaptive control have been proposed [54, 55, 56, 57, 58, 59]

to account for unknown disturbances, for example the adaptive Proportional Integral

Limited (PILIM) structure shown in Fig. 2.1 [56]. However, these works rarely con-

sider significant magnitude disturbances and the approaches mentioned thus far do
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Figure 2.1: The PILIM adaptive controller adopted in [56] for deployment on an AUV.

not consider the often stringent constraints which are inherent within the plant mod-

els. If these constraints are violated, this can lead to unwanted behaviour, degrade

control performance and in some cases result in instability [60].

Analysing the above mentioned methods generally highlights some common short-

comings; classical control methods cannot explicitly deal with constraints to perform

an optimised control action, which can lead to poor performance both when regu-

lating the vehicle state or tracking some trajectory. Similarly, there is no procedure

for solving the control problem when explicitly considering external disturbances,

whether this be in the form of environmental disturbances or simply measurement

noise. Techniques exist to mitigate these, but due to the lack of an optimisation stage

the performance of the control can vary from case to case. On the contrary, modern

control offers an alternative to classical methods which possess the potential to tackle

a large majority of these issues.

2.1.2 Modern Control for Underwater Vehicles

In contrast to the above mentioned approaches which purely exploit some form of

feedback to respond to cues, there is also the possibility of performing control actions

based on dynamic models of the system - this requires the system to have a degree

of prior knowledge of plants internal (and in some cases external) dynamics. This is

what is implied by the term modern control in this review; these control methods can

be more computationally burdening but are also often less susceptible to disturbances,

a major advantage for dynamic control problems.

One proposed method is the use of a Linear-Quadratic-Regulator (LQR), which

offers improved performance over standard PID control due to being a form of optimal

control. LQR control concerns a linear system or linearised system model and an as-

sociated quadratic cost function, through which an optimal solution can be calculated

which minimises the cost function over a time horizon [61]; an optimal set of feedback

gains is evaluated for the controller operation. LQRs have been proposed for tasks

such as trajectory tracking [62, 63, 64] and state regulation [65] of underwater vehicles

and have shown potential, but the deployment of an LQR requires linearisation of the

nonlinear system dynamics, in some cases leading to poor performance on the control

side [66]. It is possible to achieve better performance by employing techniques such as
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Figure 2.2: Block diagram of a control architecture incorporating wave predictions and
load estimations [65].

state feedback linearisation [67], but problems such as response time have still been

noted [68]. However, the improved performance of LQRs over PIDs [69] coupled with

their computational lightweight nature (due to the optimal feedback gain structure)

make them ideal for cases with slow dynamics. The study in [65] also demonstrated

that performance can be improved by incorporation of wave prediction algorithms;

an example of the control architecture for this method is shown in Fig. 2.2, with

specific prediction methods being the subject of the review in Section 2.2.

Alternatively, there has been significant interest in recent times on the develop-

ment of predictive control methods, with one such method being the use of Model

Predictive Control (MPC) and its variations. Generally, the major difference be-

tween the MPC and LQR approach relates to the optimisation stage, which in MPC

is performed over a receding time horizon with a new solution calculated recursively

[23]. Previously, the capability to perform this online optimisation at a speed suitable

for real-time applications was not possible, but with the improvement of computing

power and development of advanced optimisation tools [70, 71] this is now becom-

ing an increasingly viable solution. Applicability has been demonstrated across a

multitude of other scenarios such as (but not limited to) ground vehicles, [72, 73],

aerial vehicles [74] and industrial processes [75], with desirable traits such as the

handling of inequality constraints, nonlinear dynamics and Multiple-Input-Multiple-

Output (MIMO) systems being the major reasons for the drive to wider deployment.
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Figure 2.3: Example of the performance improvement potential of an MPC structure
with embedded wave-induced disturbance considerations [21].

Early demonstrations of MPC deployment on underwater vehicles focused on simpli-

fied control tasks, such as the control of only a single DoF [76, 77, 78], typically the

yaw angle or depth of the vehicle. A major advantage of MPC is the ability to incor-

porate constraints on the state within the control structure; this is highly desirable in

cluttered environments where the position of obstacles can be explicitly considered,

such as those in [79]. Similarly, constraints and dynamic responses relating to the

control variables can also be specified [80, 81, 82], which greatly improves the per-

formance of the control and allows for an optimal action to be performed. As with

the LQR approach, this results in significant reduction in error over classical control

methods such as PID and associated variations [21, 66]; see Fig. 2.3. One factor

which is lacking in many of the aforementioned works is the consideration of environ-

mental disturbances, or when they are considered such as in [21] they do not provide

a methodology for predicting or estimating their impact, assuming this knowledge

is known. This is a critical element for implementation of the methodology, and as

discussed in [83, 84] if environmental disturbances are not considered appropriately,

this can have a detrimental effect on the MPC performance.

In an ocean environment, the presence of waves and currents can have significant

impact on the vehicle dynamics when operating in shallow waters or within the up-

per section of the water column, therefore must be addressed. Several works have

examined this, varying from considering constant ocean currents [85] to incorporating

ocean forecasts directly within the control structure [86]. The approach of including a

preview of the oncoming wave-induced disturbances shows promise in further enhanc-

ing the performance of the control [87, 88, 89], differing from the typical approach of
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handling disturbances in MPC which assumes information of the disturbance is not

directly available and generalises the mitigation process. As noted in [25], this can

potentially lead to instabilities when larger disturbances are encountered. This is an

interesting concept, as exploiting forecasting tools [90] can be used to both improve

performance and reduce energy consumption simultaneously - the limitation here re-

lates to computation time when dealing with large amounts of data, in conjunction

with the reliability of the produced forecast. One solution is to limit the forecast

to only the immediate operational area of the plant [91], whilst also adopting tai-

lored search algorithms to reduce the search time during the optimisation stage of

the MPC, shown to be effective in several works [92, 93, 94]. Similarly, ocean curren-

t/wave disturbances can be estimated in-situ through sensor fusion [95], direct force

measurement [96, 97] or using state estimation techniques [98] to predict the vehi-

cle response and perform corrective action accordingly. These approaches, reliant on

cross-platform deployment, become dependent on each system being fitted with suffi-

cient sensors for the hydrodynamic load estimation to be obtainable. This point was

raised in [98], which considered ocean current disturbances in the form of a velocity

within the vehicle dynamics instead of attempting to directly measure forces (owing

to this parameter being easier to measure). Similar results are presented through

the approaches in [99, 100] for trajectory tracking, but without considering the ocean

current/wave disturbances to be measured. In relative terms the trajectory tracking

is accurate, but this is largely due to the task being performed over larger distances

(tens of metres); for alternative tasks such as station keeping/state regulation where

positional error is of upmost importance, the average errors of ≈ 0.3m can occasion-

ally be too large. Particularly if the vehicle is required to complete contact tasks

(e.g. Non-Destructive Testing (NDT) or fine manipulation), this would be deemed

excessive and hazardous. The disturbance and measurement noise are also not con-

sidered simultaneously, casting doubt on the robustness of the proposed controller

in real-world operations. Typically, the incorporation of ocean wave disturbances

directly within the control structure has largely been tailored towards Wave Energy

Converter (WEC) efficiency improvement [91, 101, 102], with little literature existing

dealing with both the wave prediction and control elements for underwater vehicles

in unison.

Various alternative approaches and adaptations to the standard MPC structure

have been proposed in the literature, such as Multi-objective MPC (MOPC) [104]

which can account for scenario dependent control specifications and vary the objec-

tive function accordingly. For very complex control tasks this can be advantageous,

but for state regulation around a set-point this is often not necessary. Robust MPC

(RMPC) [105, 106, 107] has also been proposed, designed to handle increasing levels

of uncertainty in a stable manner. This is highly desirable, particularly when the sys-

tem dynamics are not well-defined (or simplified, for example linearised). However,
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Figure 2.4: An example of an integrated path planning and MPC-based tracking control
scheme, as proposed in [103]. As can be seen, no active environmental disturbances are

considered.

as noted in [108] these methods can lead to computationally challenging optimiza-

tion problems, ultimately affecting performance negatively. Amongst other proposals

is Lyapunov-based MPC [109, 110], but (as with those previously mentioned) most

approaches tend to deal with the trajectory tracking problem [107, 111, 103, 112] as

opposed to the station keeping or state regulation task [21, 30]; see Fig. 2.4 for an

example of the applied scheme in [103], integrating a spline-based path planner with a

MPC tracking law. In conjunction, the majority of these alternative approaches have

been tailored towards unexpected disturbances, which MPC is known to be suscepti-

ble to [22]. In terms of underwater vehicles, RMPC or Robust Nonlinear MPC (RN-

MPC) is often deployed, ensuring constraints are met under bounded disturbances

to the system; the drawback as with most modified MPC structures and as alluded

to previously, is the added computation cost. Similarly, Explicit Model Predictive

Control (Ex-MPC) could offer a solution to significantly reduce the computational

burden by computing the control law off-line for a specified range of parameters, only

requiring a function evaluation online which is usually piece-wise affine [113]. The lit-

erature available addressing this issue is sparse, with only few examples [114] showing

promise. Ex-MPC has also been applied to spacecraft which share some analogous

traits to underwater vehicles from a modelling and control perspective [115]. An

interesting approach outwith these variations is to explicitly model the disturbances

in real-time, directly forming an additional input to the controller for consideration
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when generating control actions - computation time then becomes solely dependent

on the optimisation search algorithm. Alternative attempts have examined the feasi-

bility of combining an MPC structure with visual servoing techniques, with the goal

of providing a more complete solution for the vast array of conditions the vehicle

may encounter [116, 117]. As with incorporating forecasting techniques, computation

power requirements naturally increase, but this can be tackled through the use of

self-triggering mechanisms [116] or actively switching between cost functions [118].

An alternative method to add robustness to the system control (similar to the pur-

pose of using SMC) is using H∞/H2 control techniques, which have been proposed

for depth control [119, 120], trajectory tracking [121] and to improve robustness with

reference to the coupled dynamics inherent to underwater vehicles [122, 123] amongst

others. There have also been works that have dealt with the stabilisation problem

under the influence of wave disturbances [124], although limited in scope by the small

magnitude of the wave disturbance compared to those frequently encountered in the

field. An interesting avenue of exploration could be to combine H∞ and feed-forward

elements (using disturbance estimations to calculate informed mitigation control ac-

tions), enhancing the robustness to disturbances commonly associated with H∞ con-

trol. This concept was proposed in [125] in the context of handling communication

delays as opposed to environmental load disturbances. Similarly, combining H∞/H2

with a predictive control layer was proposed in [126] for tackling instability issues

with decoupled control, which is an interesting proposition and could offer solutions

to some issues associated with MPC. The drawback of employing these techniques

uniquely, as with others, relates to the inability to deal with system constraints as

well as being impractical for systems with large dimensions [127].

As with most fields in recent times, the use of Artificial Intelligence (AI) and ma-

chine learning techniques have also been proposed [128], with early proposals of using

Reinforcement Learning (RL) demonstrated in [129, 130] for vehicle navigation. RL

has been proposed for several different key tasks relating to underwater vehicle con-

trol, such as trajectory tracking [131], autonomous docking [132] and target tracking

[133, 134], all aimed at improving the level of autonomy currently available. While

these techniques offer good performance, their response to external disturbances is

minimal or neglected in most works, for example [132] disregards disturbances en-

tirely and in [131], the only disturbance considered is a basic environmental noise

which is commonly filtered. A recent proposal in [135] does consider ocean currents

(1m/s) and is shown to effectively employ RL for path planning in unknown envi-

ronments within simulation (Fig. 2.5); the limitation here is that the disturbance

is constant in magnitude and only affected by the vehicle pose, thus it is uncertain

how drastically time-varying disturbance magnitudes (such as ocean waves) would

affect the learning element. The interaction of waves and currents is an interesting

topic, as this can affect the magnitude of oscillations and therefore disturbances on

the vehicle. This is one area where RL could prove useful, or similarly when the
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Figure 2.5: Using deep reinforcement learning for vehicle path planning under constant
ocean currents of 1m/s [135]. Here, the algorithms tested were probabilistic roadmap
(PR), rapidly exploring random tree (RRT), artificial potential field (APF), double deep

Q Network (DDQN) and smooth DDQN (SDDQN).

vehicle is in the wake of a fixed structure; here, problem becomes extremely complex

and thus RL may excel, but this has also been studied extensively with model-based

approaches which are computationally lighter. A vehicle sitting behind a fixed or

quasi-static structure where both are invested by a current represents a classic case

of vortex induced vibrations [136], where the shedding of coherent fluid structures

from the fixed structure impacts the downstream vehicle. Interaction of a body with

vortices has been studied extensively from a dynamical perspective. By knowing the

current speed, it is possible to estimate the frequency of shedding and therefore the

time-history of how these vortices impact on the downstream body. While there is

not much in literature with respect to vehicle control, there are low-order models

[137, 138] which have recently been formulated and which would lend themselves to

the incorporation of hydrodynamic disturbances from shed vortices in the control of

the vehicle.

Similarly, RL may excel in the presence of uncertainties, a point highlighted in

[139]. Indeed, the model-free structure removes the ambiguity associated with the

hydrodynamic parameters, although this is at the expense of increased overhead on

the learning side. Admittedly, this could represent useful support in determining the

initial model of the vehicle, whilst later deploying a more intuitive control structure

such as RMPC. This has been proposed in [140], which deploys a Neural Network

(NN) to obtain a data-driven model for use in predictive control of an underwater ma-

nipulator. NNs have also been proposed for underwater vehicle control to compensate

for un-modelled dynamics and disturbances (amongst other factors) [141, 142, 143],

with some efforts also incorporating RL within the formulation [144]. In some in-

stances these techniques have also been used to improve the performance of classical
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control methods such as SMC [145]. In many cases these approaches can offer guar-

anteed optimality, but the current question relates to practical implementation and

how transferable these proposed methods are into an industrial setting, or whether

the additional effort required to formulate the controller in contrast to other stan-

dard methods provide analogous improvement in performance. This also concerns

the level of perception required on the robot side in order to make appropriate de-

cisions and generate effective control actions. Promisingly, the deep reinforcement

learning-based method in [146] did demonstrate experimentally the applicability of

the approach with minimal prior knowledge of the system, offering promise on the

deployment aspect. The point remains that although these techniques are suitable for

obtaining a reliable representation of the vehicle parameters, they don’t yet provide

accurate enough representations of oncoming, time-varying disturbances; this places

the scope of these methods outwith providing preview information to the controller.

2.1.3 Sensing for Control of Underwater Vehicles

Controlling the behaviour of an underwater robot requires some form of state feedback

of the robot, often acquired by various sensing mechanisms. This provides a reference

between the robot state and the desired state, facilitating convergence towards the

specified goal. Here, a brief review on different state sensing techniques for underwater

robots will be discussed, covering typical methods such as the use of optical, acoustic

and other forms of measurements, highlighting advantages and limitations of each

methods and applicability in these scenarios.

Using visual feedback can be a solution when operating in the vicinity of struc-

tures, as these can act as reference points to perform posture regulation. In [147, 148,

149, 150], a method is proposed which directly calculates the relative 3D displace-

ments using the spatio-temporal derivatives of image pairs. The drawback in this work

as noted by the authors related to the assumption of small height variations in average

distance to the ocean floor, which isn’t always valid. The approach also requires small

motions between image pairs, so large disturbances will reduce effectiveness. A more

common approach to tackle the problem is using texture tracking.This method can

prove useful in highly textual areas (an image with contrasting features), but it can

encounter difficulties locking onto a target with insufficient texture or sloped surfaces

[151]. Other techniques could be used in conjunction with a simple texture tracking

system to improve performance, such as the inclusion of image stabilisation and mo-

tion models [152, 153, 154]. On the contrary, the performance of a texture tracking

system can be affected by something as intuitive as poor lighting. This problem is

common, but can be tackled somewhat by using filtering and correlation techniques

to increase the contrast within the image [155]. This approach has been seen to be

robust even in poor lighting conditions; however, the effect of disturbances were only

tested under a single pole induced disturbance, not a complex wave field.
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Figure 2.6: Example of different types of acoustic navigation configurations, showing
(a) Long-Baseline, (b) Short-Baseline and (c) Ultra-Short Baseline [163].

The problem still remains that a lack of image features may influence perfor-

mance substantially, which [156] aims to resolve. The authors propose using region

matching and selective texture analysis, using regional textural operators to improve

the accuracy of image correspondence. Although the system performed in real time,

the algorithm was executed on an off-board computer which in real scenarios could

hinder applicability. Tracking of features is described in [157, 158], where firstly a

station keeping solution is presented followed by control of a vehicle in the horizontal

plane. The algorithm was tested in a tank and subject to disturbances, however,

these disturbances never exceeded 0.5m/s; in a shallow ocean environment this value

is often exceeded. Similar to texture tracking, there is the method of tracking objects.

This method is utilised in [159], demonstrating applicability for both station keeping

and following a moving target, for example a diver. The image quality issue was

identified prior to the experiments, so although preliminary tank results are reliable,

ocean clarity and wave disturbances may greatly affect these. These problems could

be averted by utilising the image processing methodology highlighted in [155]. The

target tracking approach was adapted in [160], with the addition of the system learn-

ing the target signature on-line. A clear disadvantage to using this method is that

a suitable target is required for the system to lock onto. An alternative approach is

detailed in [161]; a laser triangulation optical correlation sensor is deployed, which

creates a square of 4 laser spots. When the vision system identifies these on the ocean

floor, effective station keeping can be witnessed. This approach solves the issue of

requiring an object to detect, but would only be applicable in near ocean floor appli-

cations. Robustness to noise is a main advantage for using specific object tracking,

as highlighted in [162]. Compared to the other literature, the solution presented here

station keeps for substantially longer with minimal positional error but as with [159],

only tank tests were performed and without wave disturbances.

The main problem of using visual feedback underwater concerns the frequent oc-

currence of weather conditions causing poor visibility. In particular scenarios using

vision as a control input can be effective, but during operations in turbulent environ-

ments or close to the sea floor, sediment can significantly hamper the robots vision
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capability, causing the visual feedback to ultimately become redundant. However, re-

cently developed techniques such as that presented in [164], which removes the effect

of water on colour to greatly improve clarity and contrast of images, may poten-

tially open new research avenues for development of powerful underwater vision and

its applications in control. Regardless, the typical approach when using any visual

data is to fuse this with other sensor measurements, exploiting multiple modalities

to improve reliability of state estimations [165] and increase robustness.

One of these modalities worth highlighting is inertial sensing, which is often im-

plemented through use of a Doppler Velocity Log (DVL), which exploits the Doppler

effect to track the vehicle’s velocity either with respect to the flow or the seabed

[166]. The latter requires the robot to be within the DVL’s maximum range of the

seabed [167], but for applications around offshore renewable energy this is not a major

concern and is usually satisfied. Small DVL’s have been applied in the field [168],

however some studies have noted interference can be an issue on smaller vehicles

when the sensor is in close proximity to the thrusters [169]. As with optical sensing

and acoustic measurements, integrating a DVL with other systems has been shown

to improve accuracy, for example in [170, 171]. This feeds into the use of other dead-

reckoning technologies, such as Inertial Navigation Systems (INS) which are based on

Micro-Electro Mechanical Sensors (MEMS). Similar to above the surface, a problem

which arises here is the effect of sensor drift [172], which over time can compound

and cause large tracking errors.

The last modality that will be highlighted in this review is acoustic based measure-

ments, which is robust to visibility conditions but can suffer from reduced resolution

[173]. This method determines the relative position of the robot by using baseline

transponders as reference points, calculating the vehicle position by sending and re-

ceiving signals. The three common configuration classifications are referred to as

Long-Baseline, Short Baseline and Ultra-Short Baseline [163] (see Fig. 2.6), with the

latter being the most suitable for inspection ROVs due to compact size and ease of

setup [166]. These setups have been widely used [174, 175, 176], but can sometimes

suffer from slow update frequencies leading to difficulties when using these directly

for control. As previously mentioned, to overcome issues relating to particular modal-

ities it is common to fuse multiple modalities, for example optical and acoustic data

[177, 178]. This has been largely performed with different types of sonar, such as

in [179] which deploys side scan data and combines this with the output of stereo

camera system. Other efforts have looked at the combination of an INS, a forward

looking sonar and an optical camera [180] for building environmental maps, with a

similar approach documented in [181]. This approach has also been adopted but

without any fusion, applied for SLAM-based navigation rather than mapping [182].

The major drawback with acoustic communication is low efficiency; water is much

denser than air, causing a drop in signal speed, coupled with potential reflections

and scattering amongst other problems [183]. When fusing acoustic and optical data,
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the additional problem of complex calibration is raised [173], with a good calibra-

tion being paramount to achieving sufficient performance for feature matching. Still,

being agnostic to visibility conditions makes it one of the most popular methods of

communication currently, along with a DVL.

This section of this literature review has discussed different forms of providing

state feedback to the control system, highlight the benefits and drawbacks of each.

Although not the focus of this thesis, from an implementation perspective it is key

to be aware of the different methods which can facilitate the proposed solution. It

is also a critical factor in being able to control the vehicle position effectively, par-

ticularly when attachments such as manipulators are in use. If state feedback is not

accurate, the control may cause the vehicle to perform unwanted motions and in some

cases cause collisions with nearby structures; from a robustness point of view, this

is where manipulator design and associated control becomes paramount to limit this

risk. This leads nicely into the next part of this review, which discusses the control

methodologies for non-traditional manipulators with highly nonlinear dynamics.

2.1.4 Control of Soft Manipulators

The definition of what constitutes a "soft" robot is still a contentious subject; for the

purpose of this review, any robot/manipulator which is not restricted to low degrees

of freedom by long rigid-links is considered soft. This is inclusive of examples such

as continuum manipulators and hyper-redundant manipulators, which display similar

behavioural properties to physically soft robots [184]. This allows an application of

the term "soft" to be extended to the behavioural properties of the robot, which offers

several advantages in itself over classical manipulator control and design. Following

[20], a common denominator between soft robot controllers is whether they are model-

based or model-free. As the work in this thesis focused on exploring the incorporation

of modelled disturbances within the control strategy explicitly, this review will cover

model-based approaches and their applications to generic soft robotic manipulators.

In conjunction with many dynamic control applications, the use of strategies de-

rived from PID principles has been examined throughout the literature [185, 186]

for application to soft manipulators; see Fig. 2.7. Robustness of a PD control law

was achieved through combination with SMC principles in [187], showing improved

tracking performance over a standard PD controller. SMC has also been proposed

and experimentally validated for a planar three section arm [188, 189, 190], showing

through improvement over PD control that significant uncertainties were present in

the system. Likewise, adaptive control has also been shown to substantially improve

performance over typical PID approaches [191, 192], analogous to the findings for

vehicle control, with various methods proposed such as combination with visual ser-

voing [193] or feed-forward elements [194] to aid in driving the robot to the desired

configuration. Using feed-forward elements is a fairly intuitive method that has been
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Figure 2.7: Example of controlling the configuration of a soft robot [185].

applied widely for controlling soft robots [195, 196, 197], and has been shown to be

an effective method for controlling soft robots in controlled environments with exper-

imental validations presented in [198, 199]. The variables required for these strategies

are often easily measurable or can be calculated, making their general implementa-

tion intuitive. However, due to only exploiting knowledge of the robot characteristics

and/or state, disturbances can significantly effect the robot dynamical behaviour if no

compensation is considered [20, 200]. Knowledge of the robot state is also required

for the majority of these approaches which can hamper performance if inaccurate,

especially if routinely disturbed. Methods have been proposed for estimating the

robot state, such as leveraging typical approaches through Kalman filters [201], In-

ertial Measurement Unit (IMU) data [202, 203] or visual feedback [193], but there

is no generally accepted approach to this problem currently and it remains an open

question. Other approaches have aimed to operate with only partial knowledge of

either the position or velocity of the joint angles [204], or have used more advanced

techniques such as Recurrent Neural Networks (RNN)s to estimate the robot state

under external forces [205]. As is the case with vehicle control, the use of modern

forms of control have been gaining traction. MPC for soft robots is one topic that

has seen a rise in attention [206, 207], with different approaches improving the speed

of execution, such as the use of Koopman Operator theory [208, 209] or exploiting

Graphic Processing Units (GPUs) [210]. As mentioned in Section 2.1.2, MPC can

inherently consider constraints during generation of control actions which is of large

importance when controlling soft robots; these constraints can determine pressure

dynamics, applicable cable torques or fluid flow rates which are all key elements to

the robot response [211, 212]. These constraints can also be mapped to represent

obstacles in the robot workspace, such as in [213] which explored RMPC for this pur-

pose. Alternatively, proposals of utilising NNs has also showed the ability to improve

control [214] along with reinforcement learning [215], particularly in the presence of

uncertainties due to the inherent learning characteristic they possess. Alternative

forms of modern control can relate to the ability of the robot to vary it’s characteris-

tics thus offering a variety of achievable stiffness states depending on the task. Several
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Figure 2.8: Variations of jamming techniques developed to control the stiffness capa-
bilities of a wire-driven manipulator mechanism [220].

different methods have been proposed for achieving these tune-able stiffness proper-

ties, one being the concept of jamming or granular/particle jamming. In [216], this is

achieved by compressing identically designed beads together to increase the frictional

contact and solidify the state of the manipulator, using a wire-driven mechanism like

that shown in Fig. 2.8. This concept was also applied in [217], using a pneumatic

McKibben muscle [218] to contract the beads together instead of a cable. In both

the manipulator was shown to possess good holding force relatively to it’s physical

size, however the manipulator operated passively and positioned manually with no

control applied. Other uses of a wire-driven method to achieve a state-transition can

be seen in [219, 220, 221], adopting different forms of mechanism which all stem from

the concept of granular jamming [222]. The drawback with these approaches over

pure control is that the robot must remain in this state to mitigate disturbances,

however this can constitute a useful trait for some applications or instances during

operation. Adding the ability to become rigid when desired vastly improves the load-

bearing capability of the "soft" robot, widening applicability for underwater tasks;

current designs have been almost exclusively restricted to applications requiring del-

icate handling [223, 224, 225, 226, 227]. Although this is an advantage in instances

such as biological sampling, this presents a major limitation within the marine en-

ergy industry, where it is desirable to place sensors at the tip of the manipulator or

manoeuvre heavier objects.

Over typical feedback/feed-forward control, these methods share some key mo-

tivations but all focus on improved performance in general and improved ability to

mitigate disturbances and state perturbations. Although there have been works deal-

ing with the estimation of generalised disturbances in-situ [228, 229], there is little to

no literature which explores actively controlled disturbance rejection of dynamically

varying loading. Considering a marine environment, ocean waves have a certain de-

gree of associated predictability; an interesting avenue would be whether it is viable

to incorporate this trait into the control strategy to useful effect for maintaining an

end-effector position. The inherent increased dynamical behaviour of soft robots com-

pared to rigid robots implies this could vastly improve control performance. There
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has been some notable exploration of modelling the fluid induced forces arising due

to drag and added mass [230, 231, 232, 233], but these do not consider cases when

both the body and the fluid is actively moving and varying, as it is when operating

under waves or currents. It can also be noted that these models have almost exclu-

sively been applied to locomotive bodies of tentacle like structures [232, 233, 234]

and not for precise end-effector control of a manipulator. A more suitable design for

the case of physical manipulation would be to adopt a continuum [235, 24, 236, 237]

or hyper-redundant [238] structure, which offers increased loading capacity [239] and

can be controlled to a higher degree of accuracy.

2.1.5 Challenges in Underwater Robot Control

Firstly, as the reviews in Sections 2.1.1-2.1.2 show, there have been extensive efforts at

dealing with the motion control problem for underwater vehicles from a multitude of

perspectives; however, most approaches do not aim to model impending wave distur-

bances as a reconstructed time series evolution. Typically when wave disturbances are

considered, they are often in a time-averaged or statistical form of a "possible" distur-

bance, with most mitigation control schemes not attempting to match the temporal

form of the disturbance and act explicitly. Throughout the works that do consider

and attempt this, such as [21], the disturbances are either treated as given and well-

known or the proposed method does not provide a means for vehicle localisation and

obtaining the wave parameters to subsequently estimate the disturbances. These ele-

ments are of particular importance when considering the motivation behind deploying

underwater vehicles; performing tasks in environments that are undesirable to place

humans. Given that the majority of recent works focus on modern control, there is a

relatively sparse body of literature which considers the prediction of dynamic distur-

bances in-situ and explicitly accounts for these within the vehicle control. However,

as demonstrated by works such as [21, 89, 25], if accurate predictions can be provided

and incorporated within the optimisation phase of an MPC loop, this may represent

an effective solution.

Similarly from the review in Section 2.1.4, there have been some key findings which

form the basis for the specification of Research Objective 3. The control problem

related to soft robots is still an open question, with model-based approaches seemingly

becoming the accepted norm as the most effective. In controlled environments, this

has few issues apart from determining the robot physical parameters, but in a dense

and active medium (such as water) this becomes more complex. Typical feedback and

feed-forward approaches tend to degrade in performance in these situations, as there

is no knowledge of the environmental interactions occurring - this point is where the

application of a predictive control architecture can prove useful. With regards to this,

the work that exists in relation to mitigating disturbances with active control is sparse

at best. Deploying predictive control schemes for the control of soft robots appears to
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offer an upturn in performance generally; the additional computation requirements

can also be offset using general techniques which presents a viable option. These

can be extremely effective for mitigating the effect of predictable state perturbations,

which are particularly predominant in an underwater setting (as highlighted in Section

2.1). State estimation techniques are becoming more accurate, which can be leveraged

in these instances and coupled with one of the wave prediction techniques discussed

in the following Section 2.2 to provide a widely applicable solution to a variety of soft

robots.

The conjecture from these reviews is that even with coarse hydrodynamic load

predictions, an improvement in controller performance can be attained over a broad

generalisation of conditions, avoiding the computational burden that is inherent in

approaches such as reinforcement learning. These findings fuel the contributions of

this thesis related to objectives 1-3, with the common objective of improving control

performance under the influence of wave disturbances.

2.2 Ocean Wave Forecasting

The implementation of a large bulk of modern control methods rely heavily on the

ability to model and estimate disturbances in a general sense, however as shown

by the reviewed works in Section 2.1.2, embedding this ability within the control

system has the potential to greatly improve performance with respect to attaining or

regulating the system towards the prescribed goal. With these control methods, the

major factor affecting performance shifts from the dynamic response of the control

to how accurate disturbances can be estimated or predicted. In reference to ocean

wave disturbances, it is convenient to categorise these into long-term and short-term

forecasts for this review. These are both depicted in Fig. 2.9, where the long-term

statistical properties are depicted by the arrows and an enlarged version of the local

temporal evolution these are derived from.

Multiple systems have been developed to provide extensive forecasts of particular

ocean areas for a specified time period into the future, typically for no longer than 48

hours for sufficient accuracy; one very well known example of this category of system

is the Regional Ocean Modelling System (ROMS) [90]. Similarly, the Coastal Ocean

Forecast System [240] produces 24-hour forecasts of the U.S. East Coast, whilst a

longer forecast of 10/15 days is produced by the Mediterranean Ocean Forecasting

System [241, 242]. These systems use large amounts of data from a variety of differ-

ent sensors at a large spatial scale to produce informed predictions at low spatial and

temporal granularity. Indeed, these systems do not provide fine-detailed, local data

of the wave time history, but rather produce key spectral parameters over longer time

periods such as significant wave height and peak spectral period. One of the prob-

lems of using these systems is highlighted in [86], showing that forecasts can often
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Figure 2.9: Visual representation of the statistical nature of long-term forecasts (each
arrow indicates a wave buoy) and an enlarged view of the local temporal evolution these

are derived from, simplified to a planar view for clarity [246].

differ significantly from the actual conditions encountered locally, preventing a realis-

tic description of temporal wave elevations in a specific location. Another issue is the

computing power required to handle this volume of data, likely a contributing fac-

tor as to why the station-keeping algorithm developed in [243] was ran off-board the

vehicle. While wave elevation estimation is problematic, slow-varying ocean param-

eters can be better captured by such large-scale diagnostic models. As an example,

an alternative use for these ocean models can be seen in [244, 245] whereby the data

produced is used to generate a simulation of ocean currents for validating the devel-

oped path/trajectory planning algorithms. Using realistic conditions in simulations

is useful to prove functionality of the algorithms, however this raises a question about

the required level of prior knowledge in relation to the sea-state in order to produce

the same results in a real time scenario. In contrast, short term future predictions in

the magnitude of seconds can be considered to be a viable alternative, particularly in

the case of dynamic positioning control. This approach has been investigated for wave

energy applications in [247, 248, 249, 250, 251], discussing methods for predicting a

temporal sequence of wave elevations at a specific point based on the past history of

the wave, particularly the Autoregressive Model (AR) [252]. The recent literature on

AR models demonstrates that no real benefits derives from using complex non-linear

models [249] strengthening the case for simpler (but faster) techniques, especially for

short time-frame predictions. Further work was undertaken in [250, 251] to inves-

tigate the prediction requirements with respect to the previous research conducted.

One key point that is raised within these works is that the predictions are typically re-

lated to low-frequency swells, with long wave periods where non-linearities are weak;
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shorter period waves were tested and ultimately displayed poorer performance [249].

More importantly, reviewing these works highlighted that a planar record of predicted

wave heights are the focus due to the desire of predicting the excitation force for a

wave energy converter, thus directionality is not a critical parameter and is not re-

quired [249]. This precludes the use of AR models for the purpose of robot control in

waves, where a prediction algorithm capable of accounting for wave directionality is

non-optional.

As mentioned previously, for many applications the exploration of machine and

deep learning techniques has increased in recent times, for example using NNs [253,

254]. As is the case with traditional forecasting, most works deal with forecasting key

wave parameters over time periods in the order of hours [255, 256, 257, 258]; however,

for dynamic control, much shorter higher fidelity predictions are required in the order

of seconds. Other methods have covered the use of Genetic Programming (GP) [259]

and Model Tree’s (MT)s [260], which have all been deployed to exploit continuously

observed data at specific locations and produce forecasts. Other data sources have

also been shown to be effective in producing reasonable forecasts, for example wind

data [261], but these are limited in producing accurate short term predictions of

temporal evolution of wave elevations. One particularly interesting study is given in

[262], which extends the prediction step to a moving body. This work also potentially

sets the groundwork for comparing the computational overhead to performance ratio

with an AR or deterministic model in terms of scalability of the prediction.

Expanding on deterministic models, another well-known technique for short term

wave forecasting is Deterministic Sea Wave Prediction (DSWP). DSWP uses direct

measurements relating to the wave height at a prescribed location (typically wave

elevation however this can be inferred from alternative parameters, such as subsurface

pressure readings) to form a spectral model of the sea state. Subsequently, this

is propagated through space or time to predict the wave elevation at a secondary

location. Wave estimation at a distant location or at a future time-instant define two

methods referred to as fixed-time and fixed-point respectively. The former considers

a snapshot of the wave elevation over a specific area at an instance in time, whilst the

latter considers the wave elevation at a single fixed-point over a period of time. The

fundamental working principle of the fixed-point method is shown in Fig. 2.10. This

is a well studied topic, proposed and developed throughout the works in [263, 264,

265, 266, 267]. Exploration into extending DSWP to account for multi-directional

waves was later achieved through data obtained by a wave profiling radar system

[268], making this technique superior to AR models where multi-directionality has

not been fully addressed.

Further research has been conducted recently using mixed space-time wave radar

data [269], later extending this work into sea trials with wave-profiling Light Detection

and Ranging (LIDAR) [270] to measure in-situ wave height sequences, successfully

using these measurements to form the future wave predictions. This is particularly
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Figure 2.10: Basic principle of fixed-point DSWP; utilising wave elevation measure-
ments at one location (ζ(xm, t)) to predict the wave elevation at another (ζp(xp, t)). Here,

s.w.l. refers to the still water line whilst x is the space parameter.

applicable to wave rider buoys, such as in the schematic in Fig. 2.11 [265]. Similarly,

the use of X-Band ship navigation radar has been explored during field campaigns,

showing high enough accuracy for MPC-based control of wave energy converters [271].

Another recent development was an alternative approach of using velocity profiles for

Nonlinear DSWP [272], measuring the instantaneous wave-induced velocity in the

water column at a fixed position instead of the surface elevation. Whilst interesting,

measurement of velocity requires dedicated reconstruction techniques, ultimately con-

firming that traditional DSWP remains the more attractive technique from a practi-

cal perspective at present. Combining DSWP with Artificial Neural Networks (ANN)

has been explored in [273], stating the main motivation as closing the real-time gap

[274]. However, it should be noted this was tailored towards nonlinear predictions of

ocean surface waves; nonlinear predictions were also considered in [275] using spatio-

temporal optical measurements. Using nonlinear models to re-create the sea state has

the advantage of extending the range of formations that can be accurately modelled,

as shown in [276]; this work does however note that for low wave steepness linear

models perform on par with nonlinear ones. One benefit of adopting deterministic

approaches is that a variety of different methods can be adopted to measure the sea-

state [277, 278], where the only limitation is the introduction of uncertainty where

transformations are applied, e.g. when using pressure reading to estimate wave el-

evation. A strong indicator of successful usage of DSWP for estimating the motion

a free-floating system under the influence of ocean waves was provided by [279], ex-

perimentally verifying the use of a linear wave model in real-time forecasting for the

motion of a ship. Although the potential is clear from this work, the fact that the

system was uncontrolled and a ship has much slower dynamics to an ROV highlights

the requirement for a full investigation into the application of DSWP for predictive

disturbance compensation.
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Figure 2.11: Example of using a wave-rider LIDAR system for the purposes of DSWP.
[265].

With regards to applicability for autonomous vehicle control, short term predic-

tion over the neighbouring area to the vehicle appears the most promising solution

when using forecasting models. Predicting wave parameters based on data for a

specified point removes the delay incurred when using on-board sensors, providing a

means of reducing disturbances before they occur. Delays in communication can also

be avoided by explicitly accounting for this in the temporal wave model. This pos-

sesses its own challenges such as obtaining data for producing accurate predictions,

but is more suitable than the other methods listed for vehicle control. Accurately

modelling the sea surface is still an active area of research [280, 281, 282], however

the level of fidelity required varies significantly between applications, so the mod-

elling techniques adopted can often be less detailed and still provide enough useful

information. Developing algorithms for determining and predicting wave parameters

for dynamic control is typically motivated by the goal of improving and optimising

WEC performance [283, 284, 91, 277]. Transitioning from WEC to underwater vehi-

cle applications has been briefly investigated in [285] with MPC, but for end-effector

set-point regulation as opposed to mitigating disturbances to the vehicle position.

But, applying DSWP for WEC output optimisation is a different problem with dif-

ferent characteristics to robot control; WEC’s are less mobile, whilst [286] notes that

throughout the majority of published studies, the system is assumed to only move

in the heave, constraining the optimisation process to only 1DoF. In contrast a self-

propelled, floating-base system (such as an ROV) is required to undertake complex

maneuvering, requiring control over all 6DoFs. These additional considerations are

the driving factor behind the study conducted throughout this thesis.
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Chapter 3

Preliminaries

3.1 Modelling the Ocean Environment

With regards to modelling an ocean environment, a large body of literature exists

which ranges from practical models that are computationally light to complex mod-

els which strive to capture the highly nonlinear behaviour observed in the real-world

[282, 287, 288, 289]. The most suitable model depends highly on parameters such as

ocean depth, wavelength and wave height (amongst others), which have significant

influence on wave formation as the shore is approached. For this work, an additional

requirement of fast computation exists, considering the model will inevitably be em-

bedded within a control strategy for wave-disturbance estimation and mitigation.

Here, the approach adopted in this thesis is presented whilst also highlighting other

representations, providing justifications for the specific choices made.

3.1.1 Spectral Analysis

The sea state is defined as a spectrum of individual wave components, considered to

either be unidirectional or multi-directional depending on whether a 2-dimensional

or 3-dimensional representation is being considered. The amplitude, Ai of each com-

ponent in the spectrum is given by:

Ai(ω) =
√

2S(ωi)∆ω (3.1)

where S(ω) is the spectral power density, ω is the circular frequency and ∆ω is the

width of the frequency intervals after discretization. Often this is taken as constant

but can vary in some instances, for example when using the equal area/energy ap-

proach as the discretization method [290, 291].

The spectral density function can be obtained by performing Fourier analysis to

a temporal evolution of wave elevation, ζ, from 0→ t:

S(ω) = F(ζ[0 · · · t]) (3.2)

which produces a spectrum such as that shown in Figure 3.1. It is possible to en-

counter spectra with two peak frequencies in some instances [292], however this is not
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Figure 3.1: Discretized wave spectrum

considered in this work and only well-known representations relating to fully-developed

seas are analysed. To provide some further insight however, different proposed repre-

sentations of the ocean wave spectrum are presented below, highlighting the reasons

for selecting the chosen model in this thesis.

Bretschneider Spectrum

For unidirectional seas, an early proposal for the ocean wave spectrum is the model

by Bretschneider [293], which concerns only two parameters in the form of the modal

frequency, ω0, and the significant wave height, Hs. This representation is described

by:

S(ω) =
1.25

4

ω4
0

ω5
H2

s exp

[

−5

4

(

ω0

ω

4
)]

(3.3)

This model was developed for the North Atlantic and features several assumptions

such as no swell being present, unlimited fetch and infinite depth.

Pierson-Moskowitz Spectrum

The Pierson-Moskowitz (PM) [294] formulation of the wave spectrum was proposed

only 4 years after the Bretschneider spectrum for fully developed seas, also in the

North Atlantic Ocean. The spectrum concerns wind-generated seas and is described

by the function:

S(ω) =
αpg

2

ω5
exp

[

−0.74

(

g

U19.5ω

)4
]

(3.4)
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where αp = 0.0081 is know as the Phillips constant (effectively describing the intensity

of the spectrum) [295], g is the gravitational constant and U19.5 is the wind speed at

19.5m above the sea surface.

JONSWAP Spectrum

The final spectral formulation worth noting is the JONSWAP spectrum [296], which

describes wave formations in the North Sea. In contrast to the Bretschneider spec-

trum, the JONSWAP spectrum concerns wind-generated waves when assuming a

finite water depth and limited fetch. The spectral density function here is described

by:

S(ω) =
αpg

2

ω5
exp

[

−5

4

(

ωp

ω

)4
]

γΓ (3.5)

where ωp is the spectral peak frequency and γΓ is a peak enhancement factor. The

typical values for the constants in the JONSWAP formulation are given as:

αp = 0.0081

γ = 3.3 (3.6)

σ =











0.07, if ω ≤ ωp

0.09, if ω ≥ ωp

Γ = exp

[

(ω − ωp)2

2ω2
pσ

2

]

It should be noted that αp can range up to 0.01 depending on the wind speed and

fetch length, however the value given above is the typical value used in a generic

modelling scenario.

Throughout the simulations performed in Chapters 5-6, the JONSWAP spectrum

was opted for as the most applicable. This is mainly due to the fact the North Sea

is a target operation area and therefore the JONSWAP spectrum would represent

comparable conditions the vehicle would encounter.

3.1.2 Surface Wave Temporal Modelling

The information provided by the spectral formations above can be used to model the

wave elevation at a point in space and time; the common assumption for a 2D case

(planar, unidirectional) is that the surface wave can be modelled as a summation of

N spectral components each with a unique wave amplitude, A, wave period, T , and

phase offset ǫ [292]; see Fig. 3.2. From this definition, the wave elevation ζ at a point
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Figure 3.2: A polychromatic/irregular wave can be represented by a set of superim-
posed monochromatic/regular waves.

x and time t can be obtained by:

ζ(x, t) =
N
∑

i=1

Ai cos(kix− ωit+ ǫi) +
N
∑

i=1

1

2
kiA

2
i cos(kix− ωit+ ǫi) (3.7)

where k and λ represent the wave number, the angular frequency and the wavelength.

These additional parameters are obtained by solving the dispersion relation [297]:

ω =
√

gk tanh(kd) (3.8)

where d is the seabed depth. The above representation describes 2nd-order theory,

where the second term is included to account for the wave drift component. Spectral

information also facilitates deduction of the fluid particle velocities in the global frame

by considering the velocity potential; for progressive waves and finite depth, this is

defined as:

Φ(x, z, t) =
N
∑

i=1

gHi

2kic

cosh ki(z + d)

cosh kid
sin(kix− ωit+ ǫi)+

3

32
ckiH

2
i

cosh[2ki(z + d)]

sinh4 kid
sin[2(kix− ωit+ ǫi)] (3.9)

where z is the evaluated depth, H = 2A is the wave height and c is the wave celerity.

It should be noted that in order to result in non-trivial values of amplitude, the above

representation is also subject to satisfying Eq. 3.8 which relates the angular frequency,

wave number and wavelength. Obtaining the particle motions in the domain bounded

by the sea surface elevation, ζ, and the sea-bed, d, directly considers Eq. 3.9 such

that:

up(x, z, t) =
∂Φ

∂x
, wp(x, z, t) =

∂Φ

∂z
(3.10)
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Figure 3.3: Evolution of the (a) wave elevation (b) surge component of particle velocity
and (c) heave component of particle velocity across a 30s temporal segment for a planar

case.

This yields the following 2nd-order expressions for the fluid particle’s surge and heave

components as [298]:

up(x, z, t) =
N
∑

i=1

gHi

2c

cosh ki(z + d)

cosh kid
cos(kix− ωit+ ǫi)+

3

16
ck2

iH
2
i

cosh[2ki(z + d)]

sinh4 kid
cos[2(kix− ωit+ ǫi)] (3.11)

wp(x, z, t) =
N
∑

i=1

gHi

2c

sinh ki(z + d)

cosh kid
sin(kix− ωit+ ǫi)+

3

16
ck2

iH
2
i

sinh[2ki(z + d)]

sinh4 kid
sin[2(kix− ωit+ ǫi)] (3.12)

It should be noted that these representations are the general form of these equations

and the definition for celerity will vary depending on the seabed depth to wavelength

ratio [297].

c(ω) =























√

gλ
2π , if d/λ ≥ 0.5

√
gd, if d/λ ≤ 0.05

√

g
k tanh kd, if 0.5 > d/λ > 0.05

Similarly, the particle accelerations can be deduced by considering the derivatives of

Eq. 3.11-3.12. The solutions of the above equations are used primarily to model the

orbital motions of the particles beneath the sea surface, from which the influence of
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Figure 3.4: Vector representation of the fluid particle velocities beneath the surface
wave elevation.

the surface waves on a body at a specified depth beneath the surface can be inferred.

A temporal snapshot of the particle velocity evolution’s are shown in Fig. 3.3 (at a

depth of z = 5m, showing a 90o phase difference) whilst a vector representation is

depicted in Fig. 3.4, demonstrating how the surge and heave components vary with

respect to the surface elevation and each other.

Linear Wave Theory

With regards to Eq. 3.7, the Linear Wave Theory (LWT) or Airy Theory repre-

sentation only considers a 1st-order approximation and thus the 2nd-order term is

neglected, deemed as not having significant effect on the output waveform. The wave

elevation is therefore simply described by:

ζ(x, t) =
N
∑

i=1

Ai cos(kix− ωit+ ǫi) (3.13)

Analogously, the velocity potential is reduced to only consider the primary term in

Eq. 3.9

Φ(x, z, t) =
N
∑

i=1

gHi

2kic

cosh ki(z + d)

cosh kid
sin(kix− ωit+ ǫi) (3.14)

Similar to the 2nd-order representation above, using the information from the wave

frequency spectrum the orbital motions of fluid particles can be deduced at a point

beneath the surface, returning a lower order approximation. The two components of

fluid velocity in the global frame according to Eq. 3.9 and Eq. 3.10 are defined as:

up(x, z, t) =
N
∑

i=1

gHi

2c

cosh ki(z + d)

cosh kid
cos(kix− ωit+ ǫi) (3.15)

wp(x, z, t) =
N
∑

i=1

gHi

2c

sinh ki(z + d)

cosh kid
sin(kix− ωit+ ǫi) (3.16)
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and the two components of acceleration are again described by their derivatives. As

the main concern of this thesis is to analyse the effect of wave forces on a submerged

vehicle and apply control to mitigate these, the wave forces must be estimated quickly

at a speed useful for real-time applications. To this end, LWT is adopted for the wave

disturbance model and initial analysis in Chapter 4. Within the extended simulation

study in Chapter 5, 2nd order theory is adopted to include the effects of wave drift

on the vehicle and add an additional layer of realism. It should be noted that the

above are the general form of these equations and these will vary depending on the

classification of the wave (deep, intermediate or shallow) [298].

Directional Spectra

As this thesis deals specifically with plane waves with unidirectional propagation,

the two representations for the sea-surface given in Eq. 3.7-3.13 are only dependent

on the longitudinal position x ∈ R and point in time t ∈ R. However, it is worth

detailing the process to expand these definitions into the spatial domain as this is

intended work for the future using the same framework. The extension to describe

the wave height at a position (x, y) ∈ R
2 can be achieved by considering each wave

direction and performing a double summation over M directional components and

N frequency components; for the LWT representation the wave elevation is therefore

modified and defined as:

ζ(x, y, z, t) =
M
∑

j=1

N
∑

i=1

Aij cos (kj [x cos Θi + y sin Θi]− ωjt+ ǫij) (3.17)

where for a fixed value of j ∈ {1, . . . ,M} the summation describes one particular

wave front. In the above, Θ describes the wave directionality. However, as noted in

[282], phase-locking can occur due to waves of equal frequency in varying directions

interacting, resulting in spatial interference patterns and subsequently non-ergodic

wave fields.

Alternatively, and to avoid this effect during experimental testing, a single sum-

mation method can be applied; this is the process used at the wave tank facility

discussed in Chapters 4-5. When applied, the sea state is instead constructed by con-

sidering each frequency component associated with a unique propagation direction,

which reduces the wave elevation equation to a single summation [282]:

ζ(x, y, z, t) =
N
∑

i=1

Ai cos (ki [x cos Θi + y sin Θi]− ωit+ ǫi) (3.18)
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With respect to the velocity potential, a similar modification can be made to Eq.

3.14 along with the introduction of an additional component of velocity, such that:

Φ(x, y, z, t) =
N
∑

i=1

Aiωi

ki

cosh ki(z + d)

cosh kid
sin(ki [x cos Θi + y sin Θi]− ωit+ ǫi) (3.19)

vp(x, y, z, t) =
∂Φ

∂y
(3.20)

where vp is the y-component of the particle velocity vector. Explicitly, this results in

the following expressions for the three components of particle velocity at the specified

position (x, y, z) bounded by the sea-bed and sea surface:

up(x, y, z, t) =
N
∑

i=1

Aiωi cos(Θ)
cosh ki(z + d)

cosh kid
cos(ki [x cos Θi + y sin Θi]− ωit+ ǫi)

(3.21)

vp(x, y, z, t) =
N
∑

i=1

Aiωi sin(Θ)
cosh ki(z + d)

cosh kid
cos(ki [x cos Θi + y sin Θi]− ωit+ ǫi)

(3.22)

wp(x, y, z, t) =
N
∑

i=1

Aiωi
sinh ki(z + d)

cosh kid
sin(ki [x cos Θi + y sin Θi]− ωit+ ǫi) (3.23)

The particle accelerations are obtained analogously to the uni-directional case by

considering the time-derivative. As above, a snapshot of the particle velocity evo-

lution’s are shown in Fig. 3.5 for constant depth, demonstrating how the particle

velocities vary when considering the wave directionality, Θ.

The disadvantage of adopting a single summation approach is the requirement for

an increased number of components to be considered, but this does reduce the afore-

mentioned effects during wave construction which is highly desirable in experimental

testing. As the only parameter which varies in these representations is the position,

it is intuitive that an analogous modification determines the adjustment to both the

wave elevation and the fluid motions beneath the surface, with reference to the wave

direction, Θ. Although not considered in this work, it is worth mentioning that wave

data inclusive of directionality can be obtained through the use of devices such as

advanced wave buoys, with data-sets available through several online repositories for

testing purposes [246].



3.2. Modelling of Underwater Vehicles 39

Figure 3.5: Evolution of the (a) wave elevation (b) surge component of particle velocity
(c) yaw component of particle velocity and (d) heave component of particle velocity at
a point in time t for a multi-directional case. These were generated in MATLAB via

implementation of Eq. 3.18 and Eq. 3.21-3.23.

3.2 Modelling of Underwater Vehicles

In this section, the theoretical modelling of an underwater vehicle using rigid-body

dynamics is presented, closely following the methodology outlined in [292] and [299].

Firstly, the notation adopted and vehicle kinematics are presented, followed by a

description of the vehicle dynamics and the associated hydrodynamic forces, before

finally summarising the full 6DoF equations of motion for an underwater vehicle. In

the final section, the theoretical representation of the model adopted for control is

described when employing several assumptions and simplifications, partnered with

the vehicle-specific definitions for the BlueROV2 Heavy [300] (the vehicle considered

throughout this thesis). The theory detailed here is the basis for the work undertaken

throughout Chapter 4 and Chapter 5.

3.2.1 Kinematics

The most commonly used notation within the maritime engineering sector for marine

vessels is SNAME notation; Fig. 3.6 shows a visual representation of this notation in

6DoF with the associated parameters also listed in Table 3.1.
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Figure 3.6: Visual representation of the earth-fixed and body-fixed co-ordinate frames
and the associated parameters.

When modelling marine vehicles, it is convenient to define two co-ordinate systems

for the position and motion of the body. The body-fixed frame is attached to the

vehicle and therefore moves with the vehicle, as opposed to the earth-fixed frame

which remains constant. As shown in Fig. 3.6, the position and orientation of the

vehicle is given relative to the earth-fixed frame whilst the linear and angular velocity

of the vehicle is given relative to the body-fixed frame. These are defined by the

vectors η ∈ R
6 and v ∈ R

6 such that:
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
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(3.24)

where x, y and z describe the position of the vehicle in Cartesian co-ordinates and φ,

θ and ψ describe the orientation of the vehicle in Euler angles. All definitions can be

found in Table 3.1.

Table 3.1: SNAME notation, commonly used for marine vehicles. The associated axis
is listed with the Degree of Freedom.

Degree of Freedom Positions/Angles Linear/Angular Velocities Forces/Moments

Surge, x-axis x u Xτ

Sway, y-axis y v Yτ

Heave, z-axis z w Zτ

Roll, x-axis φ p Kτ

Pitch, y-axis θ q Mτ

Yaw, z-axis ψ r Nτ
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In general, the transformation between these reference frames is defined by the

kinematics of the system relating the two vectors, η and v, which in compact form

is defined as:

η̇ = J(η)ν (3.25)

As the above formulation describes both a linear and angular velocity transfor-

mation, it is useful to consider the expanded form. With respect to this, Eq. 3.25

can be expressed as:





η̇1

η̇2



 =





J1(η2) 03×3

03×3 J2(η2)









ν1

ν2



 (3.26)

where
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
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J1(η2) =


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J2(η2) =
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0 ĉφ −ŝφ
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







(3.30)

with ĉ, ŝ and t̂ representing shorthand form of cos, sin and tan. It should be noted that

θ = ±90o represents a singularity which can be avoided by either using a quaternion

representation or two euler angle representations with different singularities [292],

although the vehicle is highly unlikely to operate near these points and so is not

considered.

In the following sections, the kinematic description above will be considered when

deriving the nonlinear dynamic equation of motion for an underwater vehicle, result-

ing in the form:

Mν̇ + C(ν)ν + D(ν)ν + g(η) = τP + τE (3.31)

where M, C(ν), D(ν) and g(η) are the inertia matrix, Coriolis/centripetal matrix,

Damping matrix and a vector of restoring forces respectively. Also, τP and τE de-

scribe propulsive and environmental forces respectively.
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3.2.2 Rigid-Body Dynamics

The common approach when deriving the equations of motion for a typical underwater

vehicle is to assume that the body is rigid and behaves as such, which is widely

accepted as the reasonable approach. This gives rise to the following rigid-body

equation of motion:

MRBν̇ + CRB(ν)ν = τRB (3.32)

where MRB ∈ R
n×n is the rigid-body inertia matrix, CRB ∈ R

n×n is the rigid-body

Coriolis and centripetal matrix and τRB ∈ R
n is a vector of external forces and

moments such that:

τRB = τH + τE + τP (3.33)

where τH ∈ R
n, τE ∈ R

n, τP ∈ R
n are used to denote the hydrodynamic, environ-

mental and propulsive forces and moments respectively. These contributions will be

derived in the following sections. In these definitions, n ∈ Z
+ refers to the number of

DoF considered in the model where 0 < n ≤ 6.

In general compact form, the rigid-body inertia matrix (for n = 6) is defined as:

MRB =





mI3×3 −mS(rG)

mS(rG) I0



 (3.34)

where m is the vehicle dry mass, I0 is the inertia tensor and rG is the centre of

gravity; S(−) is a skew-symmetric matrix given in Definition 3.2.1. For a 6DoF

system, rigid-body inertia matrix can be shown in expanded component form as:

MRB =



























m 0 0 0 mzG −myG

0 m 0 −mzG 0 mxG

0 0 m myG −mxG 0

0 −mzG myG Ix −Ixy −Ixz

mzG 0 −mxG −Iyx Iy −Iyz

−myG mxG 0 −Izx −Izy Iz



























(3.35)

Definition 3.2.1 A skew symmetric matrix is one that satisfies S(−) = −S(−)T .

Therefore, considering the candidate vector X = [X1,X2,X3]T it follows that

S(X ) =









0 −X3 X2

X3 0 −X1

−X2 X1 0









(3.36)

Property 3.2.1 The rigid-body inertia matrix is positive and symmetric: MRB > 0,

MRB = MT
RB.
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With respect to the rigid-body Coriolis and centripetal matrix, several parametriza-

tions can be derived [292], one of which is:

CRB =





mS(ν2) −mS(ν2)S(rG)

mS(rG)S(ν2) −S(I0ν2)



 (3.37)

Property 3.2.2 The rigid-body Coriolis and centripetal matrix can be defined so that

it is skew-symmetric: CRB = −CT
RB.

3.2.3 External Forces and Moments

When evaluating the vehicle dynamic response, consideration of the various sources

of external hydrodynamic forces and moments is required in conjunction with the

above rigid body dynamics. The standard assumption is that these are linearly su-

perimposed [301] and the major contributions arise from radiation-induced forces

(added mass effects, various forms of potential damping and restoring forces and mo-

ments), environmental disturbances (arising from ocean currents, waves and wind)

and propulsive forces (including control surfaces such as rudders).

Added Mass

The effects arising from added mass can be separated into the added inertia matrix

and the hydrodynamic Coriolis and centripetal matrix, MA ∈ R
n×n and CA ∈ R

n×n

respectively. Derivation of these matrices using Kirchoff’s equations and their full

representation can be found in [292]. The resulting added inertia matrix for a 6DoF

system takes the form:

MA = −



























Xu̇ Xv̇ Xẇ Xṗ Xq̇ Xṙ

Yu̇ Yv̇ Yẇ Yṗ Yq̇ Yṙ

Zu̇ Zv̇ Zẇ Zṗ Zq̇ Zṙ

Ku̇ Kv̇ Kẇ Kṗ Kq̇ Kṙ

Mu̇ Mv̇ Mẇ Mṗ Mq̇ Mṙ

Nu̇ Nv̇ Nẇ Nṗ Nq̇ Nṙ



























(3.38)

following the notation of SNAME previously mentioned (Table 3.1). For clarity,

the above coefficients represent added mass forces due to accelerations in different

directions, for instance Xu̇ = ∂X/∂u̇. In terms of the hydrodynamic Coriolis and

centripetal effects, the corresponding matrix considers Eq. 3.38 in short form as:

MA =





A11 A12

A21 A22



 (3.39)
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resulting in

CA(ν) =





03×3 −S(A11ν1 + A12ν2)

−S(A11ν1 + A12ν2) −S(A21ν1 + A22ν2)



 (3.40)

Damping

In terms of hydrodynamic damping, multiple effects require consideration. Radiation-

induced potential damping, −DP (ν) ∈ R
n×n, effects from skin friction, −DS(ν) ∈

R
n×n, wave drift damping, −DW (ν) ∈ R

n×n, and damping due to vortex shedding,

−DM (ν) ∈ R
n×n, all affect the vehicle behaviour. Typically these are considered as

a summation and the total damping matrix is defined as:

D(ν) = DP (ν) + DS(ν) + DW (ν) + DM (ν) (3.41)

which consists of both linear damping terms and quadratic damping terms. This

is a convenient way of expressing the damping, grouping the contributions into two

coefficients:

D(ν)ν = {DL(ν) + DQ(ν)⊙ |ν|}ν (3.42)

where DL(ν) ∈ R
n×n and DQ(ν) ∈ R

n×n. Here, ⊙ represents the Hadamard product

where each row of the matrix DQ(ν) is multiplied by the corresponding element in

the vector ν.

Restoring Forces and Moments

All forces arising from gravitational and buoyancy forces are grouped into a column

vector dependent on the position of the vehicle centre of gravity, rG = [xG, yG, zG]T ,

the vehicle centre of buoyancy, rB = [xB, yB, zB]T and the orientation of the vehicle.

The resulting vector is given as:

g(η) =



























(W −B) sin θ

−(W −B) cos θ sinφ

−(W −B) cos θ cosφ

−(yGW − yBB) cos θ cosφ+ (zGW − zBB) cos θ sinφ

−(zGW − zBB) sin θ + (xGW − xBB) cos θ cosφ

−(xGW − xBB) cos θ sinφ− (yGW − yBB) sin θ



























(3.43)

where W and B are the vehicle weight and buoyancy.

The total vector of hydrodynamic forces and moments in Eq. 3.33 can now be ob-

tained through Eq. 3.38 - 3.43, producing:

τH = −MAν̇ −CA(ν)ν −D(ν)ν − g(η) (3.44)
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Propulsive Forces

Generally, any forces or moments generated from thrusters, propellers, control sur-

faces or similar means are grouped into a vector of control forces denoted as τP .

A common representation of this generalised vector is to consider an allocation ma-

trix BP ∈ R
n×np , where np is the number of propulsion sources. This defines the

contributions of each control action for each DoF such that:

τP = BP µ (3.45)

where µ ∈ R
np is a column vector of control inputs which scales relative to the number

of propulsion sources. Within this representation, the allocation matrix implements

the transformation from control input to output propulsion force, for example con-

sidering the thruster geometry or dynamic response.

Environmental Disturbances

The final element to consider in Eq. 3.31 and Eq. 3.33 is the effect of environmental

disturbances on the vehicle behaviour. As has been alluded to previously, these are

considered as a superposition where the main sources considered are ocean waves,

τζ ∈ R
n, ocean currents, τC ∈ R

n, and wind, τW ∈ R
n. It follows that:

τE = τζ + τC + τW (3.46)

which for n = 6 results in the full generalised form:

τE =
[

XE YE ZE KE ME NE

]T
(3.47)

Each of these sources can be modelled to various degrees of complexity and accuracy

depending on application; intuitively, for an underwater vehicle τW = 0 is a valid as-

sumption and these disturbances can be considered as wind-generated waves instead.

In terms of ocean currents, incorporation relies on the assumption that Eq. 3.31 can

be defined according to a relative velocity,

νr = ν − νc (3.48)

νc = [uc, vc, wc, 0, 0, 0]T

Generally the assumption is also made that νc is constant or slowly varying.

With respect to this work, the focus was purely on the prediction and rejection of

wave disturbances and therefore only contributions from ocean waves were consid-

ered. A detailed description of the adopted ocean model is provided in Section 3.1,
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whilst the method for estimating wave-induced loading for the considered application

is given in Section 4.2.1.

3.2.4 Nonlinear Dynamic Model for BlueROV2 Control

The definitions presented in Section 3.2.1-3.2.3 are in relation to a general dynamic

model, based on the framework of Fossen [292, 299]. This model can be adapted and

simplified on a case-by-case basis under various assumptions, hence it is useful to

define the model adopted in this work and the assumptions employed in deriving this

representation.

Assumption 3.2.1 The centre of gravity (CoG) of the vehicle is aligned with the

origin:

rG = [xG, yG, zG]T = [0, 0, 0]T (3.49)

Assumption 3.2.2 The centre of buoyancy (CoB) of the vehicle is assumed to be

aligned with the origin in the longitudinal and lateral axes:

rB = [xB, yB, zB]T = [0, 0, zB]T (3.50)

Assumption 3.2.3 The vehicle is considered to possess two planes of symmetry,

fore-aft and port-starboard. Although not perfectly symmetrical, this assumption is

considered valid as most off-diagonal terms will be negligible in magnitude compared

to major diagonal terms [299]. Therefore a reduced form of the added inertia matrix

is considered and the damping matrix is considered to be purely diagonal:

MA = −



























Xu̇ 0 0 0 Xq̇ 0

0 Yv̇ 0 Yṗ 0 0

0 0 Zẇ 0 0 0

0 Kv̇ 0 Kṗ 0 0

Mu̇ 0 0 0 Mq̇ 0

0 0 0 0 0 Nṙ



























(3.51)

D(ν) = −diag{Xu, Yv, Zw,Kp,Mq, Nr} (3.52)

− diag{Xu|u||u|, Yv|v||v|, Zw|w||w|,Kp|p||p|,Mq|q||q|, Nr|r||r|}

Assumption 3.2.4 As this work is purely concerned with the mitigation of wave-

induced disturbances, all other environmental disturbances are assumed to be null or

negligible in comparison:

τC , τW = 0, ∴ τE = τζ (3.53)

Similarly, in conjunction with the assumptions stated above, the scenario we are

concerned with is restricted to 3DoF planar control in the surge, heave and pitch
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motions. Kinematically, these assumptions affect the form of the transformation

matrix J(η), which reduces to a single rotation about the y-axis affecting the surge

and heave:

J(η)→ Ry =









cos θ sin θ 0

− sin θ cos θ 0

0 0 1









(3.54)

This reduces the matrix dimensions and results in the following for the BlueROV2

Heavy configuration:

M =









m−Xu̇ 0 −Xq̇

0 m− Zẇ 0

−Mu̇ 0 Iy −Mq̇









(3.55)

DL(ν) = −









Xu 0 0

0 Zw 0

0 0 Mq









(3.56)

DQ(ν) = −









Xu|u| 0 0

0 Zw|w| 0

0 0 Mq|q|









(3.57)

Likewise, as the only angular motion considered is θ (i.e. φ = ψ = 0) and the CoG

and CoB are aligned on the vehicles longitudinal axes, the vector of restoring forces

and moments is reduced to:

g(η) =









(W −B) sin θ

−(W −B) cos θ

−(zGW − zBB) sin θ









(3.58)

Finally, the propulsion allocation matrix can be derived from the vehicle geometry

(see Fig. 3.7) and thruster parameters. An affine model is adopted similar to Eq.

3.45, with the addition of a first order response to model the delay between the

control command and the produced forces and moments. Considering the 3DOF of

the vehicle and the 8 available thrusters, the propulsion vector is defined by:

τP =
(

1− e−∆t/tm

)

BP Kτ µ (3.59)

where tm ≈ 0.1s is the thruster motor time constant, ∆t is a discrete time-step,

µ =
[

µ1 µ2 µ3 µ4 µ5 µ6 µ7 µ8

]T
and

BP =









cos(α1) cos(α2) − cos(α3) − cos(α4) 0 0 0 0

0 0 0 0 1 1 1 1

0 0 0 0 lx lx −lx −lx









(3.60)
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Figure 3.7: Thruster layout of the BlueROV2 Heavy, showing numbering assignments
and key parameters.

Here, α and lx refer to the angular offset of the horizontal thrusters and moment arm

of the vertical thrusters with respect to the vehicle’s local longitudinal axes; it should

be noted the vertical thrusters possess zero angular offset. Also, Kτ = diag(Tmax) ∈
R

8×8 is a force co-efficient matrix describing the capability of the thrusters where

Tmax is the maximum force producable per thruster.

As the BlueROV2 Heavy is actuated in all DoF and control of the heave and

pitch is coupled through corresponding thrusters (5-8), a thrust allocation method

was incorporated to transmit the required control actions accordingly. Regarding

this, a similar strategy was adopted as in [299, 65] using a pseudo-inverse approach;

this simplifies the control calculations by considering a set generalised control actions

µg ∈ R
3 and producing a solution for µ ∈ R

8 as the input for Eq. 3.59. Consequently,

the control vector is determined through:

µ =
[(

1− e−∆t/tm

)

K−1
τ

]

B
†
P τP (3.61)

where B
†
P is the Moore-Penrose pseudo-inverse of BP and τP = τmax ⊙ µg where

τmax ∈ R
3 is the maximum force or moment producible in each DoF.

This defines the dynamics of the BlueROV2 Heavy ROV and constitutes the model

used in the simulations presented in Chapter 5, where all numerical values are speci-

fied in Table 5.6.

3.3 Modelling of Soft Manipulators

As discussed previously in Section 2.1.4, several models exist for modelling the be-

haviour of soft robots to varying degrees of accuracy; the adopted model is typically
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dependent on application. In this work, the model implemented is a Piecewise Con-

stant Curvature (PCC) model which effectively only considers the behaviour of the

central backbone of the manipulator. As the concept of the physical manipulator

is designed to be modular and each element within the structure is assumed to be

identical from a theoretical standpoint, this was considered sufficiently accurate and

applicable with respect to formulating the manipulator control. This facilitated the

use of well-established continuum mechanics theories that can be found throughout

the literature [197].

This section presents the mathematical description related to the PCC model, fol-

lowing a similar structure to the previous section by stating assumptions and prop-

erties throughout the derivation. Similarly, the model that is adopted for control

purposes is defined here and is subsequently applied throughout the work presented

in Chapter 6. The modelling approach closely follows the theory described in [197]

and relates to the planar motion case, such that the absolute position of the manip-

ulator end-effector is always considered as a point in space in R
2.

3.3.1 Kinematics

In terms of the kinematics of the soft robot, the PCC approach considers a set of nodes

along the backbone of the robot connected by arcs of constant radius; these arcs will

be referred to as segments from here on-wards. Considering a soft robotic manipulator

consisting of n DoF, the configuration of the robot is described by a vector of joint

angles, q ∈ R
n; the transformation into a Cartesian space representation is performed

according to:

ẋs(s,q) = J(s,q)q̇ (3.62)

where xs is defined as the posture relative to the segment abscissa s ∈ [0, 1] where 0

represents the base of the segment and 1 represents the tip. Refer to Fig. 3.8 for a

visual representation of this parameter. The Jacobian in Eq. 3.62 is evaluated as:

J(s,q) =
∂h(s,q)

∂q
(3.63)

with h(s,q) describing the forward kinematics of the manipulator. The forward

kinematics are described by considering the geometry of the manipulator, which for

a single segment at a specified point in time is defined as:

xs(s, t) = h(s,q(t)) = L
[

sin(sq(t))
q(t)

1−cos(sq(t))
q(t)

sq(t)
L

]T
(3.64)

where L is the segment length. In this representation, the first two terms relate to the

Cartesian position of the point s whilst the third simply describes the relative joint

angle of s (for s = 1 this reduces to q(t)). It follows that J(s,q) can be evaluated
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Figure 3.8: Schematic representation of the PCC geometry for a two segment robot.

according to Eq. 3.63 as:

J(s,q) = L
[

sq cos(sq)−sin(sq)
q2

(cos(sq)−1)+sq sin(sq)
q2

s
L

]T
(3.65)

These are the basic ingredients which facilitate the derivation of the nonlinear dy-

namic equation for the soft robot:

M(q)q̈ + C(q, q̇)q̇ + G(q) + D(q)q̇ + K(q) = τ + τE (3.66)

where M(q), C(q, q̇), G(q), D(q) and K(q) are the configuration dependent inertia

matrix, Coriolis and Centrifugal matrix, gravitational vector, damping matrix and

stiffness vector respectively. As in the ROV model, τ and τE are vectors of generalised

control torques and environmental disturbances respectively. The derivation of these

introduced terms will be detailed in the following section in generalised form.

3.3.2 General Parameter Derivation

As the dynamics are given relative to the joint space and each parameter is configu-

ration dependent, it is important to understand the mathematical derivations which

lead to the formulation in Eq. 3.66. This section will therefore specify the definitions

of each parameter and the relation to the body dynamics.

Inertia Matrix

To evaluate the inertia matrix relative to the joint-space, the mass and inertia distri-

bution, M, of each segment is considered. Considering the Jacobian of each segment,
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the inertia matrix can be calculated according to:

M(q) =
n
∑

i=1

∫ 1

0
JT

i (s,q)MiJi(s,q)ds (3.67)

which results in M(q) ∈ R
n×n as a square matrix. For a body moving within a

medium of density much lower than that of the body itself (ρf << ρs, e.g. air) and

is symmetrical in all planes, the inertia matrix is simply defined as:

M = MS =









ms(s) 0 0

0 ms(s) 0

0 0 Js(s)









(3.68)

where, ms(s) and Js(s) are mass and moment of inertia respectively relating to the

segment composition. When operating in a dense medium (e.g. water), consideration

of the added inertia is also required as this will have significant effect on the body

dynamics. This is simply implemented by considering a matrix of added inertia’s to

be superimposed with Eq. 3.68, producing:

M = MS + MA =









ms(s) 0 0

0 ms(s) 0

0 0 Js(s)









+









Xu̇(s) 0 0

0 Zẇ(s) 0

0 0 Mq̇(s)









(3.69)

Due to the inertia matrix being configuration dependent, the dynamics are affected

by centrifugal forcing which is derived accordingly. It should also be noted that

as previously mentioned, the above definitions refer to the planar case where the

end-effector position is described as [x, z]. Commonly, the thin-rod assumption is

employed which results in Js(s), Mq̇(s) = 0 thus simplifying Eq. 3.69 further.

Coriolis and Centrifugal Matrix

Evaluating the Coriolis and Centrifugal contributions can be performed using stan-

dard mathematical approaches, with many different forms of this matrix producing

equivalent dynamics. One such approach is the use of Christoffel symbols [302, 197],

a technique widely covered in literature and employs the assumption that elonga-

tion is negligible, which for the cases of interest in this work constitutes a reliable

assumption.

Following this approach, each Christoffel symbol (of the first kind) is defined by:

Γijk(q) =
1

2

[

∂Mij

∂qk
+
∂Mik

∂qj
− ∂Mjk

∂qi

]

(3.70)

where M denotes an entry of the inertia matrix and the subscripts represent the

Coriolis effect induced on a joint angle by the velocity of another. This definition
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allows the elements of the Coriolis and Centrifugal matrix to be expressed according

to:

[C(q, q̇)]ij =
n
∑

k=1

Γijk(q)q̇k (3.71)

which are used to construct the complete matrix C(q, q̇). It should be noted here

that Γijk = Γikj is satisfied due to the inertia matrix being symmetric.

Gravitational Vector

The effects due to the presence of gravity are evaluated by considering the gravita-

tional potential energy, obtained by integrating the contributions of each infinitesimal

element along the spatial coordinate. Within a medium such as air which is considered

to have low density, this is simply evaluated as:

G(q) =
∂UG

∂q
=

∂

∂qi

n
∑

i=1

∫ 1

0
UG,i(s)ds (3.72)

Here, UG is the gravitational potential energy of each segment of the manipulator

such that:

UG(s) = −mgT
0 r0(s) (3.73)

where g0 ∈ R
2 and r0(s) ∈ R

2 (R2 stemming from the consideration of a planar

case) are the gravitational acceleration vector and the centre of mass of the point

s along the robot arm respectively. When the soft robot is situated within a fluid

such as water, effects from buoyancy must be considered by modifying Eq. 3.73 to

consider the density ratio of the robot body material and fluid. In this instance, the

gravitational potential energy is defined as:

UG(s) =

(

1− ρf

ρs

)

msgT
0 r0(s) (3.74)

where ρf is the density of the submerging fluid and ρs is the density of the segment.

Stiffness Vector

Similar to the gravitational vector, effects due to the stiffness of the body are evaluated

by considering the elastic potential energy along the spatial coordinate. The stiffness

vector is therefore defined as:

K(q) =
∂UK

∂q
=

∂

∂qi

n
∑

i=1

∫ 1

0

1

2
κi(s)q

2
i ds (3.75)

where κ(s) ∈ R is the local stiffness in the structure element s that is assumed to

be approximately constant when adopting the constant curvature assumption. This

value will vary depending on the material and structure of the segment.
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Damping Matrix

The other dissipative term within the dynamics is the damping matrix, which de-

scribes any internal viscous losses within the structure. These can be evaluated by

considering a proportional relationship with the variation in curvature, such that:

D(q) = diagn
i=0

∫ 1

0
sds,i(s)ds (3.76)

where ds(s) ∈ R is the local damping in the structure element s. The above represen-

tation is an equivalent form to considering each infinitesimal contribution along the

segment length [197].

Actuation Vector

Finally, one common approach to modelling the actuation forces is by considering a

mapping matrix A(q) in conjunction with the torque applied to the robot, τA. The

mapping matrix dictates the transmitted torque to each robot segment, whereas the

applied torque is dependent on the actuation method and will typically involve a

transformation (for example a pressure to torque transformation for pneumatically

actuated robots or tension to torque for tendon-driven robots). The actuation vector

is therefore defined as:

τ = A(q)τA (3.77)

It should be noted that throughout this work the actuation torque is considered as a

generalised input to the system dynamics and a pure moment applied at the tip. The

specifics of the actuation method (i.e. tendon-driven, pneumatic, hydraulic, etc.) is

not considered and thus the control concerns this value directly as opposed to some

other control variable (e.g. a pressure or flow rate).

3.3.3 Soft Robot Model for Control

The presented theory in Section 3.3 covers the generalised case for modelling soft

robots, giving an overview of the PCC model and the derivations of each parameter.

In the work undertaken in Chapter 6, the case considered is where the manipulator

is restricted to planar motion (xs ∈ R
3 inclusive of joint angle) and consists of 3

independently actuated segments (n = 3); considering this, the specific properties of

the model relating to our case is presented here. For conciseness, the dependencies

are dropped in the following definitions.

Assumption 3.3.1 Each actuated segment has identical physical and geometrical

properties and are assumed symmetrical along each cross-section, thus can all be

modelled using the same form.
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Assumption 3.3.2 The soft robot is assumed to have a uniform mass distribution

along the entire length of the robot and can be treated as a very thin rod.

m(s) = m Js(s),Mq̇(s) ≈ 0

Assumption 3.3.3 Due to Assumption 3.3.1 with each robot segment assumed to

be axisymmetric, the matrices relating to contributions arising from added mass and

drag effects are purely diagonal with no cross coupling.

This leads to the mass and inertia distribution being described by mass compo-

nents only, which for the planar case where xs ∈ R
2 relates to:

Mi = M =









m+Xu̇ 0 0

0 m+ Zẇ 0

0 0 0









(3.78)

for each segment. The value of both the segment mass m and the hydrodynamic

added mass parameters Xu̇, Zẇ will vary depending on materials and dimensions of

the robot, but given that a generalised case is presented here the hydrodynamic added

mass parameters are numerically defined in Section 6.3 for the simulations performed.

In terms of other parameters, the manipulator is assumed to possess identical

segments and is therefore homogeneous in terms of stiffness and damping coefficient’s:

ds,i(s) = ds κi(s) = κ (3.79)

Likewise, the robot is assumed to have direct independent actuation in order to

maintain a sense of generality, therefore:

A(q) = In×n (3.80)

where I is the identity matrix. All other values for the properties of the robot (both

geometric and hydrodynamic) are numerically defined in Table 6.1. Similarly, details

of the control and the implementation of the assumptions discussed in this section

are expanded upon and implemented in Chapter 5.
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Chapter 4

Parametric Analysis of

Wave-Vehicle Interactions for

Station Keeping Control

4.1 Introduction

The investigation of deploying predictive control techniques on underwater robots for

wave-induced disturbance rejection begins by focusing on the estimation and mod-

elling aspect of wave-vehicle interactions. The aim here is to assess the validity of

deploying low-order models which are computationally light and generally applicable

for control purposes, specifically in the context of station keeping in wave-dominated

environments. Firstly, the proposed model is presented along with key assumptions, in

conjunction with an experimental study which centres on validating the model for the

intended application; the obtained results provide a rigorous assessment evaluating

the accuracy of the model. Following this, the development of an analytical model for

predicting the performance of typical feedback control is detailed. The goal of this

extension is to generalise the behaviour of underwater vehicles under wave distur-

bances, thus presenting a basis for a pre-assessment of control requirements without

the necessity of performing fully constructed numerical simulations.

This preliminary work forms the basis of justifying the requirements of deploy-

ing predictive control methods for control of an underwater vehicle, by providing a

disturbance model which can be deployed in tandem with a prediction algorithm.

Likewise, in developing an analytical model of the station keeping performance using

traditional feedback methods, assessment can be made based on the environmental

conditions as to whether more complex control is required through this tool. Con-

cluding remarks are finally given with regards to future work and connections to the

following chapters.
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4.2 Disturbance Estimation

A major limiting factor in applying a predictive control method such as MPC is the

computational overhead required to perform the optimisation online at a speed ap-

plicable for real-time situations. This is exacerbated in a marine environment, which

is often highly dynamic in nature and features nonlinear behaviour which further in-

creases system requirements if no linearisation techniques are applied. Where model-

order reduction techniques are applied, the question is then raised as to whether

the simplified control model is representative of the real-world system and how the

disparity affects the control performance.

With respect to Research Objective 1, this section focuses on exploring the use

of low-order modelling of ocean wave disturbances on a submerged body with the

intention of applying these estimations explicitly within an NMPC scheme. A model

is proposed and developed, coupled with an experimental validation of said model,

concluding by evaluating the overall performance and applicability.

4.2.1 ROV Wave Disturbance Model

Estimation of the linear drag and inertial fluid forces on the vehicle is intuitive, as

these forces are considered a simple superposition and can be assumed to be con-

stant across the body due to the rigid body assumption. Only the flow velocity and

acceleration at the vehicle centre is therefore required to be evaluated. However,

computation of the pitching moment exerted by the wave on the body requires an

alternative treatment as the motion is induced due to the variation of the force over

the body.

Owing to the consideration for a fast prediction, the proposed model is developed

by considering the force variation over the body as a product of the uneven fluid

flow, adopting an ad-hoc treatment. Alternative methods were considered such as the

application of RAOs, a frequency domain method, however these do not generally suit

predictive corrective control where a more precise impression of the vehicle response

to a particular disturbance is critical. In contrast to the approach detailed here,

the intention is that typically available hydrodynamic coefficients can be directly

exploited instead to provide fine-granularity temporal wave disturbance estimations.

The resulting moment is considered to be only produced by the normal force to the

body along the vehicle sagittal plane, and any tangential component of fluid motion

is disregarded as having a significant effect; see Fig. 4.1. This is a fair assumption due

to the area of the vehicle in the heave plane being significantly larger than the surge,

coupled with higher inertial and drag properties. This approach is also closely linked

to Morison theory [303] for submerged piles which shares this assumption; whilst this

stretches the validity of slender body theory (as the ROV is considered a bluff body),

it enables a degree of prediction within a time-frame suitable for real-time control

and therefore the validity of the approach was of interest.
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Figure 4.1: Particle velocities and resultant forces acting on the vehicle in both the
local and global co-ordinate frame, depicting the different components acting along the

vehicle sagittal plane with reference to the vehicle pitch, θ.

Considering a fluid velocity vector in the global co-ordinate frame defined as

νp =
[

up wp 0
]T

where up and wp are evaluated through the theory detailed in

Section 3.1.2, with the dependencies dropped for the sake of clarity. As the vehicle

velocities are defined in the local co-ordinate frame, the fluid velocity in the local

frame is obtained by a single rotation of νp such that:

νp,r = Ryνp =
[

νn νt 0
]T

(4.1)

where νn and νt are the fluid velocity components normal and tangential to the body.

As the pitch moment requires slightly different consideration to the surge and

heave loading, this is discussed first. If we define x′ and z′ as body-fixed co-ordinates

which vary along the axial centre-lines of the vehicle, as shown in Fig. 4.1, substitution

into Eq. 3.15-3.16 allows νp,r to be deduced at varying locations along the vehicle

sagittal plane. According to Morison theory, the following expressions can be applied

to calculate the normal force component on an infinitesimal section of the vehicle’s

x′ axis:

Fn(x′, z′, t) = ρfV CM ν̇n(x′, z′, t) +
1

2
ρfCDAfνn(x′, z′, t)|νn(x′, z′, t)| (4.2)

where V is the spanwise volume of the section, CM is an inertial coefficient, CD is a

drag coefficient and Af is the projected area to the flow. Integration of these force

elements along the vehicle length produces a model for estimating the wave-induced
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moment exerted on the vehicle:

ME =

∫ L/2

−L/2
x′Fn(x′, z′, t)dx′ (4.3)

where L is the vehicle longitudinal length. As for the surge and heave forces, these are

obtained by considering νp,r at the centre of the vehicle and evaluating the inertial and

drag forces as constant across the body. It therefore follows that the wave-induced

disturbances can be described by:

τE =









XE

ZE

ME









=











Xu̇ν̇p,x +
(

Xu +Xu|u||νp,x|
)

νp,x

Zẇν̇p,z +
(

Zw + Zw|w||νp,z|
)

νp,z
∫ L/2

−L/2 x
′Fn(x′, z′, t)dx′











(4.4)

which is analogous to the form in Eq. 4.4. To summarise, this representation

effectively considers a perpendicular force acting at discrete points along the vehicle

as causing a pitching motion, allowing the net moment to be calculated quickly and

efficiently. These estimations are key for providing the vehicle controller with a swiftly

computed preview of the wave disturbances, thus allowing anticipatory mitigating

control.

4.2.2 Key Assumptions

To deploy the model in Eq. 4.4, knowledge of the wave spectra is required at the

vehicle location. To acquire this knowledge, the vehicle position and orientation in

space and time must be known. These are both assumed to be known in Section

4.3, but methods to acquire this information are detailed in Chapter 5 where the

integrated solution is presented.

Rather than using in-situ measurements, the focus with this work was on formu-

lating a disturbance model purely with hydrodynamic parameters. Considering this,

the assumptions relating to this method are as follows:

Assumption 4.2.1 The effects due to the presence of surface waves can be modelled

according to LWT and additional effects are considered negligible and assumed to be

null.

Assumption 4.2.2 The wave-induced pitching moment is purely a product of the

normal component of velocity and the frictional effects caused by the tangential com-

ponent are considered negligible.

Ft(x
′, z′, t) ≈ 0 (4.5)

Assumption 4.2.3 The position of the vehicle and wave parameters at this position

can be evaluated and therefore an estimate of Eq. 4.1 is obtainable.
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(a) (b)

Figure 4.2: The FloWave Ocean Research Facility, showing (A) a schematic represen-
tation of the tank operation and (B) the tank itself with the water in an equilibrium

state.

4.3 Experimental Study

As the model presented above is based on a low-order description of the wave-body

interactions, an experimental study was designed and undertaken to validate the mod-

elled hydrodynamic loads against those experienced by the submerged vehicle; this

was purely due to the presence of surface waves with no currents enforced. The over-

all goal of the study was to record the forces and torques exhibited by the vehicle for

varying wave formations, subsequently reconstructing the experimental cases within

a simulated numerical environment to analyse the accuracy of our proposed model.

The experiments were undertaken at the FloWave Ocean Energy Research Facility

[304] (referred to as FloWave for henceforth) at the University of Edinburgh and con-

cerned the same ROV used throughout this thesis, namely the BlueROV2 produced

by Blue Robotics [300]. The tank at FloWave is unique in that it is a circular tank

with 168 wave-makers around the entire circumference, in comparison to a typical

wave basin which is rectangular and usually propagates waves longitudinally from

wave-makers at one end. This adds the capability of 360o current generation, in con-

junction with being able to produce both uni-directional and multi-directional wave

formations; these experiments focused solely on uni-directional waves. The waves

are generated at one-end of the tank and the wave-makers at the opposite end are

configured to absorb these, minimising any reflections and minimisng these effects on

the recorded data. For a schematic representation of how the FloWave tank operates

and the tank itself, see Fig. 4.2; the tank is 25m in diameter and has a 2m total water

depth with a raisable floor.
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Figure 4.3: The ROV suspended in the purpose-built frame with the tank floor raised
and the vehicle above the still water line.

Figure 4.4: Numbering scheme adopted for the load cells.

4.3.1 Methodology

In order to accurately record the forces and torques produced by the presence of

the waves on the vehicle, the vehicle was suspended within a purpose built-frame by

eight tethers, each fitted with an inline load cell (LC). The arrangement is shown in

Fig. 4.3 with the floor raised and the ROV suspended in the frame. The frame was

designed and manufactured specifically for this study to minimise the interference

with the flow around the vehicle by using galvanised tubes with an outer diameter of

48.3mm. The frame was 3.47m long in the x-plane, 2.52m wide in the y-plane and

≈ 2.5m in height with the top of the frame piercing the water surface. The frame

was fixed to the base of the tank with the ROV located at the centre of the tank and

at a depth of 1m; the wave formations generated by the tank software refer to a fully

developed sea-state at the centre of the tank. In doing so, the loads experienced are

as representative of the same point in space and time as possible and recordings are

not skewed by vehicle motion. The frame and suspended ROV are shown in Fig. 4.4

when the floor of the tank is raised, also displaying the load cell numbering scheme.
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Figure 4.5: The submerged ROV within the frame, showing the numbering scheme
adopted for the wave gauges (WG) and the propagation direction of the waves.

Table 4.1: Experimental parameters for the test cases considered. For cases R01-R03,
the peak spectral period refers to the period.

Case Reference Significant Wave Height, Hs(m) Peak Spectral Period, Tp(s)

R01 0.1 2

R02 0.2 2

R03 0.4 2

JS01 0.2 2

JS02 0.4 2

JS03 0.6 2

To monitor the disparity between the ideal wave generated by the software and

the actual wave produced by the wave-makers, a six-point wave gauge (WG) array

was also installed over the ROV after it was submerged in the main wave direction

(orthogonal to the gantry), as shown in Fig 4.5. This was purely for cross-checking of

the encountered waves against the loads experienced when performing the validation

stage using our proposed numerical model. With regards to the wave parameters

of the different test cases, a mixture of both monochromatic waves and JONSWAP

spectra were analysed ranging from 0.1m to 0.6m in significant wave height where

the height refers to peak-to-trough. For all cases, the period or peak spectral period

was specified as 2s, as this is an optimal operating point of the tank which allows

larger wave heights to be generated. The full specification for all cases and assigned

case references are displayed in Table 4.1, with a visual frequency and temporal

representation of the JONSWAP cases shown in Fig. 4.6; this clearly displays the

variation in wave height across the different test cases.



62
Chapter 4. Parametric Analysis of Wave-Vehicle Interactions for

Station Keeping Control

Figure 4.6: JONSWAP cases tested throughout the experimental study, showing (a)
the frequency spectrum of each (constant peak period, varying significant height) and
a temporal segment of the wave for case (b) JS01, (c) JS02 and (d) JS03. Here, SWL

refers to the still water line.

4.3.2 Instrumentation and Setup

In total, three different systems were deployed to take measurements of the system.

Two have been previously mentioned in the form of the LCs and WGs; the other sys-

tem concerns an underwater motion capture system (MoCAP) which monitored any

small motions the vehicle underwent which the frame failed to mitigate completely.

As with the WGs, this was used as a corrective measure to cross-check against the

intended position of the vehicle. To synchronise the different sources of data ac-

quisition, a digital pulse was used that is output by the tank control system. All

instrumentation provided measurements at a frequency of 128Hz.

Motion Capture System

To monitor any minimal motions that occurred during the experiments due to the

frame not being able hold the vehicle perfectly stationary, an array of four underwater

cameras provided by Qualisys were deployed. These were mounted to the edge of the

tank floor and operate by tracking reflective markers placed on the system of interest.

In this instance, seven reflective markers were placed on the vehicle body and an

additional eight were placed on the tethers (one on each), close to the mounting

point of the load cells. The placement of the cameras relative to the frame can be

seen in Fig. 4.7, which uses blue light to track the markers.

To ensure the accuracy of the system of all experiments (< 1mm), standard

refinement calibration procedures were followed [27, 28]. The markers on the vehicle
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Figure 4.7: Positions of the underwater cameras associated with the motion capturing
system when the frame and vehicle are submerged, also showing the direction of the flow.

body provided results in all 6DoF, allowing cross-analysis of the vehicle location

relative to the centre of the tank and the point of wave generation. The system was

also used to observe the motion and potential deformation of the frame itself under

different waves.

Load Cells

To connect the vehicle to the frame, 8 tethers were used made of a lightweight

Dyneema rope each fitted with an in-line LC as well as a single turnbuckle; this

allowed pre-load to be applied to the structure and the vehicle to be aligned precisely

within the centre of the frame. It should be noted that this process could only be

undertaken when the floor was raised and in dry conditions before the vehicle was

submerged. Six of the LCs were rated up to 100N in load capacity whilst the re-

maining two were rated up to 500N; these higher rated LCs are LC7 and LC8 in Fig.

4.4. Due to the higher rating of LC7 and LC8, the measurements are comparably

noisier when considering lower forces [305]; therefore, a Savitzky-Golay filter [306]

was applied to the experimental data to smooth the signal and reduce this where

possible. As per the manufacturer specifications, the accuracy is given as < ±0.15%

of the rated capacity with a typical value of ±0.05% [305].

Given the position of the ROV, the mounting points of the tethers to the vehicle

frame could be calculated as virtual points; the resulting force vector and decom-

posed force components could then be resolved in three-dimensional space and small

variations could be taken into account. Using the MoCAP, eight reflective markers

were mounted to the tethers at a specified mounting point (MP). Using the measured

frame marker point (FP), the direction of the load cell vector could be determined

as:
~V = ~FP − ~MP =

[

Vx Vy Vz

]

(4.6)
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Table 4.2: Locations of the mounting points (MP) relative to the centre of the vehicle
body during the wave-induced loading experimental trials.

Plane MP1 MP2 MP3 MP4 MP5 MP6 MP7 MP8

x(mm) 129.6 129.6 -130.4 -130.4 129.6 129.6 -130.4 -130.4

y(mm) -167.8 167.8 167.8 -167.8 -167.8 167.8 167.8 -167.8

z(mm) 112.0 112.0 112.0 112.0 -80.0 -80.0 -80.0 -80.0

Figure 4.8: Visual representation of how the measured force vector is decomposed into
the main components in three-dimensions.

where Vx, Vy and Vz are the individual vector components. The locations of the MPs

relative to the centre of the ROV body is given in Table 4.2.

Decomposition of the measured force (F) into their main components is then

performed through:

Fx = Fxy cos

(

arctan

[

Vy

Vx

])

(4.7)

Fy = Fxy sin

(

arctan

[

Vz

(V 2
x + V 2

y )0.5

])

(4.8)

Fz = F sin

(

arctan

[

Vz

(V 2
x + V 2

y )0.5

])

(4.9)

where

Fxy = F cos

(

arctan

[

Vz

(V 2
x + V 2

y )0.5

])

dir(i) (4.10)

and

dir =
[

1, 1, −1, −1, 1, 1, −1, −1
]

(4.11)

is a correction vector applied to the horizontal forces due to all LCs returning pos-

itive values, when in reality four are in the opposite direction. A visualisation

of this force vector is displayed in Fig. 4.8 for clarity, where the substitutions

αF = arctan
[

Vz/(V
2

x + V 2
y )0.5

]

and βF = arctan [Vy/Vx] are used.
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Table 4.3: Longitudinal (x) locations of the wave gauges (WG) with respect to the
centre of the tank and ROV in the global co-ordinate frame (0.000m).

WG1 (m) WG2 (m) ROV (m) WG3 (m) WG4 (m) WG5 (m) WG6 (m)

-0.495 -0.313 0.000 0.141 0.414 0.505 2.105

Wave Gauges

As shown in Fig. 4.5, the WG array was placed coincident to the main direction of

flow and wave direction and was positioned above the ROV after the floor had been

lowered and the vehicle submerged. The accuracy of the conductive WG in measuring

the surface height is ≤ 1mm and an additional calibration procedure was followed to

ensure consistency of this degree of accuracy [28].

With respect to the spacing of the array, WG1-5 were specified as part of a re-

flection array based on a Golomb ruler with an order of 5 (marks [11 9 4 1 0]; base

length of 1m). As for the remaining gauge, this was installed on the opposite side

of the gantry and is the only gauge to be situated outside of the frame perimeter.

The direction of the waves was maintained constant for all experiments, thus WG6

encountered the wave first and WG1 last. Also, the ROV was situated between WG4

and WG2, with WG3 the closest to the centre of the tank. The specific longitudinal

locations of each WG is provided in Table 4.3 with respect to tank and ROV cen-

tre, where the vertical and lateral locations are equal to 0m (sea surface and centre

aligned).

4.3.3 Model Validation

The validation procedure first involved emulating the sea state created by the wave-

makers in a numerically simulated environment through application of the theory in

Section 3.1.2. This facilitates estimation of the fluid particle velocities and accelera-

tions at the vehicle location beneath the surface; the model presented in Section 4.2.1

was then applied to estimate the wave-induced hydrodynamic loads. These estimated

loads were directly compared to the processed data collected during the experiments.

As the waves considered in this study are uni-directional, the analysis concerns only

the forces and torques in the surge, heave and pitch; this directly relates to the re-

duced vehicle dynamical model presented in Section 3.2.4. For the JONSWAP cases,

it was possible to extract the ideal frequency spectrum from the tank software thus

the component parameters to reconstruct the wave field at the centre of the tank.

This ideal reconstruction was compared to the observed wave recorded by the WG

array to analyse the errors incurred and how valid the LWT approach was. Alter-

natively, the WG data could be directly exploited using Fourier analysis, however as

there was no recording directly at the centre of the tank the former approach was

considered more appropriate to remove any additional minor errors associated with

shifting the waveform.
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Figure 4.9: Comparison between simulation and experimental data for case R02, show-
ing the time segment 50−70s. The sub-plots display the (a) wave height, (b) surge force,

(c) heave force and (d) pitching moment.

Considering the above, the additional assumptions adopted during the validation

process are therefore as follows:

Assumption 4.3.1 The vehicle pose is assumed to be perfectly stationary for the

entire simulation and any small motions are neglected; all processed data is assumed

to refer to:

η = [0, 0,−1, 0, 0, 0]T

ν = [0, 0, 0, 0, 0, 0]T

Assumption 4.3.2 The vehicle is assumed to be configured perfectly head-on with

the encountered wave and therefore the only forces and torques experienced relate to

the surge, heave and pitch.

τE = [XE , 0, ZE , 0,ME , 0]T

Assumption 4.3.3 The floor of the tank is assumed to have negligible impact on the

wave formation, thus LWT and the surface wave/particle trajectories can be emulated

using only a 1st-order approximation.

Results Discussion

Analysing the data qualitatively, a temporal snapshot of one of the monochromatic

cases R02 is displayed in Fig. 4.9 whilst the same snapshot is shown for cases JS01-

JS03 are displayed in Fig. 4.10-4.12.



4.3. Experimental Study 67

Figure 4.10: Comparison between simulation and experimental data for case JS01,
showing the time segment 50− 70s. The sub-plots display the (a) wave height, (b) surge

force, (c) heave force and (d) pitching moment.

Figure 4.11: Comparison between simulation and experimental data for case JS02,
showing the time segment 50− 70s. The sub-plots display the (a) wave height, (b) surge

force, (c) heave force and (d) pitching moment.

All of these plots show that the general behaviour of the simulated loads and

recorded loads are followed closely, with the pitch moment showing the most disparity.

Good correlation between the estimations and the experimentally collected data is

displayed, demonstrating that the lower order model can provide a fair representation

of the particle motions and resulting forces induced by surface waves. Although the

data was filtered to reduce the effect of sensor noise, all plots still show some effect of

noise on the resulting trace. This is mainly due to 2 of the load cells being rated higher,



68
Chapter 4. Parametric Analysis of Wave-Vehicle Interactions for

Station Keeping Control

Figure 4.12: Comparison between simulation and experimental data for case JS03,
showing the time segment 50s − 70s. The sub-plots display the (a) wave height, (b)

surge force, (c) heave force and (d) pitching moment.

causing low magnitude wave elevations to be affected by a higher degree of background

sensor fluctuation. There may also be components operating at a frequency similar

to that of the wave associated with the frame and measurement gauges, which are

difficult to segregate from the force signal. However, the overall behaviour can still be

seen as consistent, particularly for case JS02 and JS03 where the significant heights

are larger. This is an interesting point as the proposed method in Chapter 5 is

focused on mitigating large magnitude wave disturbances, so if reasonably accurate

estimations can be obtained then the disparity for lower magnitude waves is of less

importance.

The correlation coefficients between the estimated forces and the data collected

during the experiments were also evaluated, showing good agreement for the majority

of cases, detailed in Table 4.4. A noticeable decrease was noticed for case R03, the

monochromatic case with the largest wave height. However, as the wave height here is

comparable to case JS02 it is suspected that this is not the reasoning for the increase

disparity and the problem is related to the apparatus, possibly that the vehicle was

not positioned correctly for the entirety of the experiments. This is also reflected in

the fact the wave itself showed a drop in correlation, likely due to operating near the

FloWave tank physical limits. Even when including this case, the mean correlation

coefficients for the surge and heave forces are 0.9123 and 0.9061 whilst the pitch

moment returned a coefficient of 0.7117. When neglecting this specific case, the

coefficients increase substantially to 0.9506, 0.9559 and 0.7627 for the surge, heave

and pitch respectively. In some cases, the correlation is as high as 0.9882 (heave, case

R02); this again highlights the capability of the model to estimate the investigated
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Table 4.4: Correlation coefficients between the estimated forces and the experimental
data for the wave height, ζ, surge force, Fx, heave force, Fz and pitching moment, Mθ.

Variable
Wave Case

R01 R02 R03 JS01 JS02 JS03

ζ 0.9671 0.9423 0.8484 0.9403 0.9259 0.8585

Fx 0.925 0.9811 0.7207 0.9349 0.9661 0.9459

Fz 0.9205 0.9882 0.6567 0.9688 0.9707 0.9317

Mθ 0.8728 0.8796 0.4570 0.6571 0.7637 0.6402

Figure 4.13: Distribution of the experimentally collected data compared to the simu-
lated data obtained using the disturbance model.

parameters offering high confidence in its future usage for control purposes.

With reference to Fig. 4.13, the moment value, Fig. 4.13(c) displays the largest

deviation in range between the datasets, correlating with the results displayed in

Fig. 4.14 and suggesting the angular torques feature higher uncertainty. Due to

the error analysis being a timewise point-to-point comparison there will be occasions

where the lower-order model and the experimental data largely differ, which will

produce a larger error range. This is demonstrated in Fig. 4.14, however the overall

model output closely follows the unsteady behaviour of the systems with remarkable

accuracy with the majority of the data falling within a small normalised error range.

It can also be seen that the mean error is slightly positive which could indicate some

experimental errors, supported by a slight constant y-offset witnessed in Fig. 4.9-4.12,

particularly Fig. 4.10. For all cases, the normalised mean error recorded is < 0.35

showing that the model is a fair general representation of the wave induced forces
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Figure 4.14: Normalised error relative to significant wave height for all cases.

and moments.

Error Considerations

It is suspected that some of the errors recorded are attributed to modelling assump-

tions, i.e. only considering the effects arising from added mass and viscous damp-

ing. All other wave-body interaction forces are considered negligible; in reality (even

though minor), there will still be an effect on the data recorded during the experi-

ments. Furthermore, the MoCap documented very small rotations and translations,

which are not reproduced in the LWT approach due to the assumption of a per-

fectly still geometry. The restraining cables were chosen as in-extensible, lightweight

Dyneema rope, however there will still be some effect on the recorded moment due to

it being impossible to hold the vehicle perfectly stationary. Additionally, it is possible

that imperfect pre-tensioning or momentaneous misalignment of the supporting rig

will cause discrepancies, as these could allow room for some unwanted small angular

motions. This could explain why the comparison of recorded and simulated moments

in Fig. 4.9(d)-4.12(d) do not match as closely as the linear forces, but the overall

behaviour exhibited still shows good consistency. A clear factor effecting the correla-

tion is that the emulated wave is not an identical match to the wave generated by the

wave makers; the experimental case will feature imperfections and this will therefore

cause deviations before any approximations are even considered. Throughout these

experiments, it was assumed that the floor of the tank would have negligible impact

on the wave formation, which in these cases was valid. However, for waves which
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vary from a sinusoidal composition and display effects of non-linearity (i.e. are tran-

sitioning into breaking waves), the validity of these assumptions would have to be

addressed.

Even when considering all of the above, the estimated forces validated in these

experiments still present a good approximation relative to the degree of complex-

ity and computational burden required. These estimations can not only provide an

understanding of the dynamic response of a vehicle subject to surface wave distur-

bances, but can be exploited to assist in developing suitable control methodologies

to effectively perform tasks such as station keeping in harsh environments. Using

disturbance estimations explicitly within the control in a preview style manner, the

disturbance rejection ability of the control can be largely improved and a broader

range of operational conditions can be achieved.

4.3.4 Concluding Remarks

In this section, a model for low-order disturbance estimations in three dimensions was

presented based on the hydrodynamic properties of a commercially available ROV.

The model considers the linear hydrodynamic forces as a simple summation of added

mass and drag forces, whilst the angular torque is evaluated as a piece-wise integration

along the vehicle plane coincident to the propagation direction of the wave. An ex-

perimental study was also presented which validated the proposed model and showed

it was capable of producing relatively accurate disturbance estimations, particularly

when considering the level of approximations that are adopted. In conjunction with

this, the model was executed in a time frame applicable to real-time scenarios; this is

a key factor of the analysis when considering the proposed application is to provide

disturbance estimations for use within a predictive control architecture. A 20s time

history is analysed in ≈ 5s using MATLAB on a laptop with a 1.6GHz Dual-Core

Intel Core i5 processor, which would be substantially improved when translating into

a more applicable lower level coding language. This strengthens the case for use

in dynamic control applications, with these findings forming the foundations of the

work detailed in Chapter 5, in which they are exploited through this low-order model

directly within a predictive control framework for disturbance mitigation.

As discussed above, there exist some sources of error which require careful con-

sideration during deployment, however these typically relate to the experimental ap-

paratus that was utilised and it would be interesting to investigate the effect on the

estimations when the vehicle is allowed to freely move under the influence of the

waves. Due to the formulation adopted it is expected this would have little detrimen-

tal effect, as only slight modification to consider relative motions would be required.

Nevertheless, it would be an interesting avenue to explore and one that may be consid-

ered in future, provided a reasonable experimental method of performing this analysis

can be formulated.
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4.4 Simulation Study: Feedback Controlled Station Keep-

ing

Given the scope of this chapter, an extensive simulation study was undertaken to

collect a large data-set for analysing the vehicle behaviour under a wide variety of

different conditions. First and foremost, this provides a comprehensive picture of how

a standard feedback controller performs under the influence of significant and varying

wave disturbances; critically, this immediately demonstrates under what conditions

more complex and higher performing control is required. Secondly, this accumulated

data can be used as a reference of how the vehicle is expected to behave when devel-

oping analytical models, as is discussed in Section 4.5, allowing informed adjustments

to be made in line with the underlying dynamical principles of the wave-body interac-

tions occurring. Considering these two points, the aim of this section was to quantify

the performance of Proportional-Derivative (PD) control for station keeping an ROV,

encapsulating the broadest available range of realistic environmental conditions and

evaluating the maximum positional error the ROV is expected to experience, before

developing general analytically derived scaling laws in accordance. This section de-

tails the findings of these simulated cases with regards to station keeping performance

and the full derivation of the associated analytical model.

4.4.1 Parameter Identification

The analysis throughout this section relies heavily on the availability of the hydro-

dynamic properties of the vehicle. These can be obtained by various different exper-

imental procedures such as towing tank tests or open water self-propelled tests [307],

but as the BlueROV2 Heavy is a relatively widely used experimental platform there

were several works which provided a large portion of these parameters [46, 165, 308].

The available parameters concerned the centre of gravity to centre of buoyancy vec-

tor, along with the major parameters of added mass and hydrodynamic drag (the

diagonal elements), with the typical assumption being that the vehicle can be con-

sidered to be symmetrical in all planes. For the BlueROV2 Heavy, this assumption is

stretched somewhat owing to a reasonable asymmetry present between the top and

bottom half of the vehicle, introducing a coupling between the surge and pitch.

To avoid any unwanted disparities during the analytical modelling, the additional

elements of added mass (Xq̇, Mu̇) were estimated using WAMIT [309], a well known

software tool which adopts potential flow theory for estimating the hydrodynamic

properties of offshore structures in waves. Only these parameters were required due

to the Assumption 3.2.3, however it is worth stating that the additional parameters,

Yṗ and Kv̇, were also evaluated following the standard procedure in the WAMIT

manual, mainly for convenience when extending this work into higher dimensions.
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(a) (b)

Figure 4.15: The (a) BlueROV2 Heavy and the (b) simplified BlueROV2 Heavy model,
designed within Rhinoceros 3D for determination of added mass coefficients in WAMIT.

Given that the proposition here is to evaluate these metrics from an analytical stand-

point, the requirement for experimental studies was undesirable and would be a major

drawback to adopting this framework, hence WAMIT was used as a tool to validate

the values sourced from literature and obtain missing parameters.

As the CAD model provided by Blue Robotics is a fully complete version of all

components of the BlueROV2 Heavy (including screws, seals etc.), a simplified model

was constructed in Rhinoceros 3D to avoid complications during WAMIT execution,

shown in Fig. 4.15b(b). WAMIT operates by considering the input shape as a set

of geometric panels, therefore this stage was necessary to obtain realistic results and

mitigate processing failures. Similarly and as noted in [310], WAMIT can often out-

put asymmetric results as a by product of this process, even when it is well known

that the added-mass matrix should be symmetric. This has been noted as an issue

with WAMIT which can even occur for simple shapes such as cuboids. Therefore, the

resulting matrix was symmetrised according to the methodology in [310] using the pro-

vided processing script in Appendix B.1; the returned values are non-dimensionalised

and in the form Aij where i and j refer to the position within the added mass matrix.

To obtain the vehicle specific values, these are scaled according to:

Λ̄ij =
Λij

ρfLk
(4.12)

where k varies according to the index as stated in WAMIT user manual [309]. The

scaled output values of this script are given below as Eq. 4.13. The values returned

by WAMIT after processing aligned relatively closely with those reported by other

works [46, 165, 308], therefore the sourced values were deemed sufficient. The major

values (diagonal values) obtained from WAMIT were not adopted due to the use

of a simplified model, thus were only used as a validation that other works had

reported reasonable results and were not largely inaccurate. However, the additional

values unavailable within literature relating to cross-coupled terms were exploited to

simulate this influence on the vehicle dynamics.
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(a) (b)

Figure 4.16: Map showing the (a) various locations of buoys around Scotland, circling
the buoy selected for this analysis and (b) an enlarged map of the Moray Firth buoy

location.
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4.4.2 Scenario Configuration

Obtaining positional data to develop and compare against the analytically derived

model required simulating an operational environment, aligning as closely as possible

with conditions the vehicle may encounter. To this end, real-world data was sourced

which spanned the testing parameters (i.e. significant wave height and spectral peak

period) over a representative range of climate conditions. This ensures a clear repre-

sentation of vehicle performance in a realistic range of scenarios is examined and the

model is applicable to a broader range of conditions, rather than being constrained

to an idealised set. Wave data was obtained from the online repository of the Centre

for Environment Fisheries and Aquaculture Science (Cefas). The data was collected

using a wave buoy situated within the Moray Firth, an inlet off the coast of Inver-

ness, Scotland. The location of the buoy is shown in Fig. 4.16, where d = 54m; the

majority of offshore wind farms are typically located in areas of this depth or below

[311, 312] and an offshore wind development is currently under construction at this
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Figure 4.17: Tested wave spectra, showing (a) a temporal segment of the 3 different
waves and (b) the frequency spectrum for the 3 different waves.

location [313], thus making the dataset suitable for simulating a typical inspection/-

maintenance task.

To provide a broad understanding of how different wave parameters affect vehicle

behaviour, three different spectra were selected with Tp = 5.4s, Tp = 8s and Tp =

11.1s. For each of the spectra, tests were performed across a range of significant

wave heights. The non-dimensional wave height was varied within the range of 0.5 ≤
Hs/L ≤ 7 (where L = 0.457m represents the reference dimension of the BlueROV2

Heavy). With these initial parameters, a 300s time history was reconstructed by

application of the theory detailed in Section 3.1.2. A section of these time histories

is depicted in Fig. 4.17(a) alongside the frequency spectra in Fig. 4.17(b) formed

using the frequency components provided via the database. Subsequently, the loads

acting on the vehicle were estimated via Eq. 4.4 and implemented within the vehicle

dynamics via Eq. 3.31, allowing the response of the vehicle to be determined by

solving via a fourth order Runge-Kutta method. By spanning over significant wave

height, peak period and depth, these test cases cover a wide range of sea states

and operational conditions. For all non-dimensional wave height analysis, the unique

frequency components of the selected 300s temporal segment were scaled in magnitude

consistently to retain the wave formation; the measured displacement is therefore

a direct product of the varying wave height. The vehicle response was evaluated

across a portion of the water column spanning the range of 0.05 ≤ z/d ≤ 0.95. In

terms of how realistic these conditions are, Fig. 4.18 displays the recorded data and

associated mean values spanning the time period 01 Nov. 2019 - 01 Nov. 2020. This
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Figure 4.18: Recorded data and associated mean values from the Moray Firth WaveNet
Site spanning the time period 01 Nov. 2019 - 01 Nov. 2020.

Table 4.5: Control parameters for the ROV during the station keeping mission.

Parameter Nomenclature Value

Proportional Gain Kp diag(1.2,1.2,0.5)

Derivative Gain Kd diag(3,3,1)

data supports the selected range of test cases being representative of conditions the

ROV could encounter, allowing for a fair impression of controller performance to be

achieved. The controller was specified as a typical feedback PD control law according

to:

µP D = Kpe + Kdė (4.14)

where e, Kp and Kd are the positional error between the reference set-point and

current vehicle state, the proportional gain and the derivative gain respectively. These

parameters are defined numerically in Table 4.5 and were tuned heuristically.

4.4.3 Simulation Results

For the spectrum of cases given above, the maximum magnitude of positional error

which occurred due to the presence of surface waves is reported in Fig. 4.19 whilst the

vehicle attempted to perform PD-controlled station keeping. The results presented

focus on shallower depths and larger wave heights as these scenarios are of higher

interest with regards to controller performance. More precisely, the data shown en-

compasses all cases where the positional error in both surge and heave exceeded 0.05m

for all spectra, ranging up to the maximum wave height tested.

In terms of control performance, for the extreme test case examined with Hs/L =

7, z/d = 0.05 which refers to Hs = 3.2m, z = 2.7m, shows positional errors > 0.36m
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Figure 4.19: Vehicle maximum displacement from the desired station keeping position
while subject to a wave with (a)-(c) Tp = 5.4s, (d)-(f) Tp = 8s and (g)-(i) Tp = 11.1s
as a function of non-dimensional wave height Hs/L and operational depth z/d. Results
depicted refer to maximum positional error in the (a), (d), (g) surge, (b), (e), (h) heave
and (c), (f), (i) pitch but for clarity the plots are restricted to only show the cases closer

to the surface where error is significant

for surge and heave and > 9o for the pitch were recorded across all spectra. For station

keeping at close quarters to submerged structures this error would be considered

unsafe, due to its likelihood of causing collisions or exerting hazardous torques on

a robot arm during manipulation. Inspecting the data from the perspective of a

safe tolerance, if we consider an acceptable error margin to be 0.1m and assume

this must be maintained throughout the period of operation, for all spectra and all

operating depths this can only be attained in both surge and heave when Hs/L ≈ 2.4,

corresponding to Hs ≈ 1.1m. This wave height is frequently exceeded in areas where

marine renewable devices are located, as supported by the data in Fig. 4.18; 40%

of the recorded wave heights exceed 1.1m and the average wave height across the

year is 1.06m. This immediately highlights that for a significant range of operating

conditions a more sophisticated control strategy is necessary when precise station

keeping is required at shallow depths. For the largest wave height tested, 3.2m, the

same error margin can only be satisfied for all spectra when the vehicle’s operational

depth exceeds 20m, again showing how the range of operating conditions is limited

by the performance of the controller. It is worth highlighting that this value varies

depending on the peak period of the spectra, as the magnitude of particle motions

decay exponentially with depth. For the spectra with Tp = 5.4s, the error margin of

0.1m for the same wave height could be satisfied at a depth of ≈ 10.5m, which would

still restrict operations near the free surface. Similarly, for the spectra with Tp = 8s

the operating depth required to satisfy the error margin was ≈ 18m.
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4.4.4 Concluding Remarks

From these initial findings when utilising feedback driven control, it is evident that

ocean wave disturbances present a significant hindrance to the station keeping ability

of the vehicle. Not only are the lateral motions affected largely by wave loading, but

the rotational pitch motion of the vehicle is also seen to undergo significant excitation.

In turn this has a detrimental effect on feedback control, owing to the constrained

knowledge of the system dynamics (a PD controller is completely unaware of wave-

disturbances and how the vehicle responds to control inputs for example). Alter-

natively, the process of performing the extensive simulation study took considerable

time when analysing a large breadth of cases; the entire methodology was also rather

arduous. This leads into the focus of the following section, which aims to reduce this

process to a set of simple analytical expressions for obtaining critical metrics (namely

the anticipated maximum state error) which define a safe operational region for the

vehicle.

4.5 Generalised Analytical Modelling

In general, the formulation in the previous sections is anticipated to scale analytically

due to the fact it is largely based on the vehicle hydrodynamic and geometric param-

eters, which will vary accordingly depending on the vehicle structure. The typical

approach to then evaluate control performance is to undertake an extensive simula-

tion study under a large and broad range of different conditions, aiming to determine

boundary conditions for safe operational environments, similar to the process under-

taken in the previous section. Given the nature of the disturbances considered in this

thesis, the question was posed as to whether these low order analytical approxima-

tions can be extended to also consider the control strategy. In essence posing the

question: is it possible to evaluate the suitability and station keeping performance of

a traditional feedback control method and whether its sufficiency without resorting

to recursive numerical testing and experiments?

To achieve this, it becomes necessary to derive scaling laws that provide an insight

to key performance metrics. In this thesis the focus is purely on station keeping under

the influence of wave-induced disturbances. Scaling laws of this nature define a metric

for immediate estimation of the positional error of a vehicle, offering a valuable tool

for vehicle end-users to determine mission feasibility with feedback control. Typically,

the standard metrics which are of the greatest concern are the positional RMSE of the

vehicle with reference to a goal pose and the maximum positional error the vehicle

experiences. The former presents a general overview of how the vehicle performs

over an extended time period, but it could be argued that the latter is often of

greater importance. In terms of determining a safe operational range, this is the
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critical parameter of interest to avoid collisions with nearby structures when in the

immediate vicinity. Ultimately, this determines the suitability of the control.

With reference to the above, this section presents the derivation of a proposed sim-

plified analytical model for convenient (but accurate) estimation of maximum station

keeping positional error when subject to a waveform with a particular significant

height and peak period. This can be useful when an initial estimation of performance

is desired without the requirement to program and perform a rang of full dynamic

simulations. The derived model is compared to the results obtained when perform-

ing numerically modelled simulations, showing that it is possible to obtain accurate

estimations using only basic geometric vehicle parameters and statistical wave pa-

rameters. The derived scaling laws are tested when adopting a standard PD feedback

controller, demonstrating that such metrics can be deployed for a well-known control

strategy, allowing an informed decision to be made on architecture suitability. The

overall aim of this additional section of this chapter is to propose an easily imple-

mentable method to obtain metrics which can act as a point of comparison between

control strategies.

4.5.1 Analytical Model Derivation

The results presented in Section 4.4.3 provide a basis for the inference of general

scaling laws of the positional error of feedback-controlled ROVs in waves. As this

is a preliminary attempt to develop scaling laws applicable to feedback controlled

vehicles, several assumptions were adopted to simplify the complexity of the model.

This allowed a direct derivation to be attained with the aim of expansion in future

work under relaxed assumptions.

Assumption 4.5.1 The vehicle dynamics are restricted to only 2DoF, namely the

surge and heave and effects from the vehicle pitch are neglected in the analytical model.

The contribution from the rotational excitation is therefore considered approximately

null. As the vehicle is self-righting, this was deemed appropriate.

θ, q, q̇ ≈ 0 (4.15)

Assumption 4.5.2 Disturbances to the vehicle state are a pure product of wave-

induced effects and comprise of quadratic hydrodynamic drag and added mass forces,

owing to the simulated wave field being modelled according to LWT. Additional ef-

fects arising from fluid-body wave interactions (such as the Froude-Krylov force) are

considered negligible and are disregarded.


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The key term of this analysis concerns the maximum absolute displacement,

|emax|, that a vehicle experiences when subjected to a particular sea state, defined by

a statistically representative significant wave height, Hs, and peak period, Tp. Simi-

larly, the vehicle actuation is generated by a classic feedback-based control in the form

of a PD controller. The reason for focusing on this parameter is that it ultimately can

be used to define a minimum permissible range where feedback based control can still

provide performance that is deemed safe. Outwith these boundaries, an alternative

form of control is required to effectively counter wave-induced disturbances.

Broadly speaking, the dynamic behaviour can be recast and formulated as a gen-

eralised force balance function, whereby:

|emax| ∼
F̃

m
t̃ 2 (4.17)

where F̃ = Fd + Fa + Ft, with Fd, Fa and Ft respectively representing the viscous,

inertial and thrust forces experienced by the vehicle and t̃ a characteristic time con-

stant of the vehicle response to perturbation. The term m = md +ma is the effective

inertia of the vehicle, where md and ma are used to describe the dry mass and added

inertia here in generalised analytical form; expanding leads to approximated defini-

tions of md ∼ ρfL
3 and ma ∼ ρfπL

3 for a vehicle with characteristic length scale

L. Disregarding hydrodynamic coupling, the drag and added-mass forces along the

surge can be written as,

Fd =
1

2
ρfL

2CDν
2
p (4.18)

Fa = maν̇p (4.19)

These forms are applicable to both surge and heave directions, with the variation

being related to the hydrodynamic properties and the evaluation of fluid velocity and

acceleration; Eq. 3.15-3.16.

By further assuming d→∞ and the particle motions are approximately spherical

beneath the surface (i.e. surge and heave components follow analogous magnitude

relationships distinguished by a phase difference) ensures that the hyperbolic term

in Eq. 3.15-3.16 simplifies to cosh k(z+d)
cosh(kd) , sinh k(z+d)

cosh(kd) ∼ ekz. Also, cos(·), sin(·) ∼ 1 rep-

resents a reliable upper bound for the RHS term. Given the context of this analysis

is tackling wave-induced disturbances, it is reasonable to assume operation at close

proximity with the free surface where disturbances are higher; this reduces the expo-

nential relation to ekz ∼ (1+kz) for z → 0. Considering these additional assumptions

allows the fluid motions νp and ν̇p to be recast as,

νp(z) ∼ Hsωp

2
(1 + kpz) (4.20)

ν̇p(z) ∼
Hsω

2
p

2
(1 + kpz) (4.21)
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where kp and ωp refer to the wave number and circular frequency of the peak spectral

component (referred to as peak wave number and peak frequency for the remainder

of this paper). This enables the inference of a simple scaling for inertial and viscous

forces of a stationary vehicle subject to the specified wave train uniquely based on

the wave parameters, vehicle’s body length and depth:

Fd ∼
1

8
ρfCDL

2H2
sω

2
p(1 + 2kpz + k2

pz
2) (4.22)

Fa ∼
1

2
maHsω

2
p(1 + kpz) (4.23)

The other force that must be considered in this analysis arises due to activation of the

thrusters during corrective control action, Ft, which are generated by a PD controller

in this formulation. Unlike the hydrodynamic forces, the thrust force is calculated

according to the vehicle displacement as the controller actively attempts to maintain

a steady vehicle position. Based on a PD controller, it is proposed the force produced

by the thrusters at the point of maximum displacement can be approximated to:

Ft = τmaxµ = τmax(Kpemax +Kdėmax) (4.24)

where ėmax ∼ emax/t̃ and Kp, Kd are a set of PD gains.

An estimate for the characteristic timescale, t̃, of the vehicle’s response when

subject to a wave disturbance of arbitrary amplitude A and frequency ωp = T−1
p

and affected by a proportional feedback control Kp is the remaining parameter to be

inferred. Considering the dynamic relation of the system, a suitable approximation

is to consider a harmonically forced, undamped oscillator mẍ + Kpx = A sin(t/Tp).

The estimation of the timescale neglects viscous effects, limiting the hydrodynamic

forcing to inertial, i.e. added-mass, terms. This assumption implicitly restricts the

validity of this analysis to an inertia-dominated regime, which for bluff bodies subject

to waves is characterized by Keulegan-Carpenter (KC) numbers, KC = Tpūp/L < 8

[314, 298]. By imposing initial conditions x(t = 0) = 0 and ẋ(t = 0) = 0, this yields

an expression for the vehicle velocity,

ẋ = ωn

(

−ωp

ωn

A

ω2
n − ω2

p

)

cos(ωnt) + ωp
A

ω2
n − ω2

p

cos(ωpt) (4.25)

which allows inference of the time at which the vehicle comes to a halt after the initial

wave perturbation, by solving for ẋ(t) = 0. This simplifies Eq. 4.25 to,

t
∣

∣

ẋ=0
≡ t̃ =

2π

ωn + ωp
(4.26)

which indicates that for long waves, the characteristic vehicle response is dominated
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by the vehicle’s own natural frequency, i.e. t̃ ∼ 2πω−1
n . Also, ωn is a direction-

dependent, vehicle natural frequency where the control tuning acts as a stiffness-

equivalent term, ωn =
√

τmaxKp/m.

By substitution and rearrangement to isolate the displacement, Eq. 4.17 can be

explicitly described as:

|emax| ∼
(Fd + Fa)t̃ 2

m+ (Kpt̃+Kd)Tmaxt̃
(4.27)

This simplistic analytical equation can be exploited to provide a first order estimate

of station keeping performance in waves under PD control, where the only knowledge

required are the dominant wave parameters of the spectrum and the vehicle character-

istics. If the proportional feedback term is retained as the leading control input, Eq.

4.27 can be further simplified to distinguish between the strictly inertia-dominated

flow regime, i.e. for KC ≪ 8, where,

|emax| ∼
maHsω

2
p

mω2
n +Kpτmax

and the drag-dominated regime, where,

|emax| ∼
ρfCDL

2H2
s

mω2
n +Kpτmax

These derived expressions are analysed below with respect to the data collected

throughout the study in Section 4.4, providing a direct comparison of model suitabil-

ity.

4.5.2 Analytical Model Comparison

As alluded to during the derivation, the interest here is on the vehicle performance

near the free surface and therefore all results shown in Fig. 4.20- 4.21 correspond to

the lowest depth from our previous analysis, z = 2.7m where z/d = 0.05 (d = 54m).

Likewise, consistency was retained with regards to the tested spectra with varying

peak periods of 5.4s, 8s and 11.1s which correspond to subplots (a)-(c) respectively

in each figure. As shown in the different plots and for the majority of significant wave

heights in all cases, the model is capable of replicating the maximum displacement

the vehicle will exhibit with remarkable accuracy given the level of approximations

employed. The lowest RMSE exhibited for surge and heave were 0.029m and 0.025m

respectively, whilst the largest deviations were 0.059m and 0.052m. When considering

how drastically the level of computation required has been reduced, an RMSE of

< 6cm across all cases is a good result and could be utilised as a first approximation

when evaluating different control schemes or safe operational constraints.

The largest absolute deviation between the model and the simulation was 0.103m

and 0.132m for the surge and heave respectively. Both of these values relate to the
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Figure 4.20: Analytical model results for the surge when considering a wave with a
peak spectral period of (a) Tp = 5.4s, (b) Tp = 8s and (c) Tp = 11.1s.

test case with the largest significant wave height, showing that the magnitude of

disturbance has an effect on the performance of the model, particularly in the surge

where we see the model begin to diverge progressively as the wave height increases.

This is likely due to the vehicle pitching more aggressively as wave height increases;

our approximated model doesn’t account for this motion and this can therefore be

seen in the results obtained. Another key observation (as labelled) is that for KC

numbers greater than 8 the model begins to diverge in most cases, particularly for

the surge; KC≈ 8 defines the boundary at which drag effects become more dominant

than inertial effects [298]. Quite simply, this indicates that the model can fairly

accurately represent behaviour in inertia dominated regimes, however struggles past

this limit; in some instances, for example Fig. 4.20(a) and Fig. 4.21(a), the model

almost exactly replicate the simulated results. Both of these cases refer to the wave

case with Tp = 5.4s, potentially indicating the model possessing greater suitability

for wave spectra with greater frequency components. In this cases the fluid particles

will follow a more spherical path compared to longer periods, which aligns with the

modelling assumptions and thus it is a fair conclusion this is a key factor affecting

the model accuracy.

4.6 Conclusions

Within this chapter, an extensive parametric study of the wave-vehicle interactions

has been undertaken, analysing and experimentally validating a low-order disturbance
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Figure 4.21: Analytical model results for the heave when considering a wave with a
peak spectral period of (a) Tp = 5.4s, (b) Tp = 8s and (c) Tp = 11.1s.

model for the wave-induced loading on an ROV in Section 4.2-4.3. Firstly, the wave

loading model was proven to produce accurate results for both linear and angular

forces/torques across a variety of wave conditions; this forms a basis to perform

fast and computationally inexpensive predictions, potentially suitable for use within

real-time predictive control architectures. Subsequent to these findings and applying

the model in simulation, an extensive feedback controlled study confirmed that for

waves with Hs > 1.1m, alternative forms of control are required to sufficiently limit

vehicle pose error to an accuracy range of 0.1m. Given that consistent conclusions

were drawn for three different wave spectra, the inference here is that knowledge of

the wave profile at specific time intervals is critical to be able to effectively mitigate

wave-loading effects.

Furthermore, a simplified low-order analytical model was derived and explored for

estimation of maximum vehicle displacement under typical feedback control in Section

4.5, manipulating only well known and easily attainable key spectral wave parame-

ters to produce a prediction of absolute maximum vehicle displacement. The model

performed well in inertia dominated regimes but failed to capture the displacement

accurately when the KC number exceeded this threshold. Although not applicable to

all conditions, these findings still show potential that a simple analytical scaling law

can be derived to estimate key parameters during control pre-assessment.

To summarise, these preliminary results drive the research aims of the following

chapter, aiming to develop a control framework inclusive of predicted wave distur-

bances to mitigate vehicle pose error. Within Chapter 5, a NMPC is coupled with
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a DSWP algorithm to form a short horizon temporal profile of the inbound wave,

resulting in greater accuracy station keeping and trajectory tracking.
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5.1 Introduction

Having confirmed the accuracy with which time-varying wave-induced hydrodynam-

ics loads can be estimated with a low-order dynamic model, this chapter shifts the

focus to the feasibility of coupling these disturbance predictions with MPC to per-

form accurate station keeping of a small-scale ROV. The control background will

be introduced, followed by the prediction algorithm adopted to estimate the future

wave-induced disturbances based exclusively on a temporal measurement of wave ele-

vation. An experimental study is used to validate the proposed prediction algorithm,

highlighting key factors affecting forecasting performance and the overall applicabil-

ity for control. Lastly, the results of a simulation study implementing the proposed

methodology is presented and discussed, inclusive of a broad range of tests analysing

the effect of different sources of noise and uncertainty on system performance.

This chapter presents the main contribution of this thesis in the form of a proposed

end-to-end framework for predictive control of an underwater vehicle, encapsulating

both the wave-induced disturbance prediction aspect and the control method postu-

lated upon these predictions. Concluding remarks are finally given which highlight

the current limitations of the work and the next steps required to extend and expand

the current progress.
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5.2 Deterministic Sea Wave Prediction

This section details the algorithm adopted for forecasting the future temporal evo-

lution of the wave at the vehicle location based on distant measurements, namely

DSWP. The theoretical background is presented, followed by the considerations re-

quired to determine applicability of the method with regards to obtaining a valid

prediction of the oncoming wave. Following this, the transformation from future wave

elevation to wave-induced load estimation is given, evaluating the numerical process

for obtaining external forces and moments acting on the vehicle (with reference to

the work undertaken in Chapter 4). For clarity, the load estimation is not explicitly

part of the DSWP algorithm, but remains part of the prediction process to provide

a disturbance input for the MPC optimisation, therefore the two are considered in

tandem. Finally, an experimental study is presented to validate the accuracy of the

DSWP algorithm. Concluding remarks are then given with reference to the applica-

bility of this forecasting method in the context of active control for wave disturbance

rejection.

5.2.1 Principles of Deterministic Sea Wave Prediction

As summarised nicely in [265], "DSWP is the ability to predict the actual detailed shape

of the sea surface, sufficiently far ahead in time to have practical marine applications".

This is the underlying motivation behind investigating DSWP for dynamic control

of an underwater vehicle; to be used in a control scheme, a detailed description of

the ocean environment in the immediate vehicle vicinity is required. Typically, wave

forecasting methods and techniques focus on much longer time scales for purposes

such as ship navigation or offshore renewable energy optimization; DSWP handles

predictions in the order of seconds or metres (depending on whether the prediction

is being made relative to time or space), which is much more suitable for dynamic

control. Particularly for an MPC architecture, the prediction horizon for the control

optimisation is at most a few seconds so it is undesirable to concern large areas, as

an accurate picture of a precise location is what is required.

To give an overview of how the DSWP algorithm is formulated, the flow chart in

Figure 5.1 is provided [266]. In it’s basic form, two distinct points are considered: a

measurement point and a prediction point. In the first instance, the wave elevation is

recorded at the measurement point for a prescribed period of time whilst undergoing

techniques such as filtering to reduce the effects of noise and similar on the sensor

readings. Subsequently, these measurements are used to estimate the wave spectrum,

propagate this to the prediction point and form an estimation of the wave elevation

profile. As the whole basis of the procedure is deterministic, a large importance is

placed on the initial wave measurements and the level of pre-processing/filtering per-

formed to remove noise artefacts in the collected data. However, the key advantage

of using this technique lie in the fact that you can operate with a sliding window that
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Figure 5.1: DSWP generalised operation flowchart.

is recurring in time, so the reconstructed sea state elevation at the prediction site is

directly correlated and consistently updated with respect to these real-time measure-

ments. This is highly advantageous as it allows the system to adapt to variations in

the sea state as they occur, a key factor for the success of using predictive control for

disturbance mitigation.

5.2.2 Estimation of Prediction Region

One of the key processes when applying the DSWP algorithm is determining what

is referred to as the predictable region. This process involves specifying an upper

and lower frequency limit from the wave power spectrum which, in conjunction with

the measurement region parameters, is utilised to estimate what duration or what

distance from the measurement point a valid prediction of the future wave evolution is

obtainable. Two typical methods are available for this process: the fixed-point method

and fixed-time method. Intuitively, the former involves taking temporal measurements

from a specific location in space and propagating the prediction forward in time.

In contrast, the latter involves taking spatial measurements of the sea state at a

particular instant in time and predicting the wave profile according to these snapshots.
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Figure 5.2: DSWP concept with respect to ROV control, where the measuring device
is located at point xm and the wave prediction is performed at point xp.

For the postulated control application in this thesis, the fixed-point method satisfies

the requirements for predictive disturbance rejection. An example is provided in Fig.

5.2, where measurements from either a wave buoy or a pressure transducer are being

used to predict the wave elevation at the ROV location.

Fixed-Point Method

Consider a measurement point on the sea surface which can be assumed to be ap-

proximately stationary at a fixed location of xm = 0m, with a prediction point at a

distance of xp downstream from this. The fixed point method is based on recording

the wave elevation ζ at a point xm for a period of time tm and using this data to then

predict the wave elevation at xp for some time tp into the future. The length of tp for

which a valid prediction can be obtained is determined by considering the space-time

diagram of the frequency spectrum. The space-time diagram maps the propagation

of the minimum and maximum frequency components using their celerity (cmin and

cmax respectively), as shown in Fig. 5.3 for the fixed point method. When the two

overlap (highlighted in red), the prediction can no longer be considered valid or ac-

curate as the sea state is no longer considered to be statistically stationary across the

region from measurement to prediction location. The example of the space-time dia-

gram in Fig. 5.3 shows the parameters which dictate the maximum valid prediction

time tp,max, with the shaded area representing the region where a valid prediction is
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Figure 5.3: Space-time diagram for the fixed-point method, showing the entire pre-
dictable region shaded in grey.

obtainable. Here, dmax is the furthest point from the measurement site where the

prediction can be considered reliable.

As the wave height recordings are accumulated as a temporal segment, the sea-

state frequency spectrum can be obtained by considering a wave-height record at

ζ(xm, t) where xm = 0m, discretized by steps of ∆t:

Fn =
J−1
∑

j=0

ζj(0, t) exp−i(2π jn

J
) n = (0, 1, . . . , J − 1) (5.1)

where J = tm/∆t is the number of wave-height samples in the wave-height record.

Given these Fourier coefficient’s, the prediction model is obtained by consideration

of Eq. 3.7 with the prediction location xp as an input:

ζ̃(xp, t) =
N
∑

n=0

An cos(knxp − ωnt+ φn)

+
N
∑

n=0

1

2
knA

2
n cos 2(knxp − ωnt+ φn) (5.2)

with

An = |Fn|, φn = ∠Fn, kn = ω2
n/g

ωn ∈
[

2πn

J∆t
,
2π(n+ 1)

J∆t
, . . . ,

2π

J∆t
(J − 1)

]

For shallow water waves, the limit of the dispersion relation takes the form limd→∞ k2 →
ω2/gd, resulting in a linear phase filter where knxp is considered a phase-shifting filter

parameter for propagating the wave through space. Given the amplitude spectrum,
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Figure 5.4: The wave frequency spectrum with frequency and amplitude thresholds
applied to bound the components considered during wave reconstruction.

the transformation into the power density representation is straight forward:

Sn =
A2

n

2∆ω
(5.3)

where ∆ω = 2π/J∆t.

With reference to the space-time diagram and the parameters cmin and cmax, it

is appropriate to bound the spectral representation to produce a reasonable length

predictable region. Extreme frequency components that are deemed to have min-

imal influence on the resulting waveform are disregarded, ultimately relaxing the

restrictions for a prediction to be valid. This is graphically represented in Fig. 5.4,

where both a frequency threshold and amplitude threshold are enforced (as is done

throughout this work).

Property 5.2.1 The power spectrum, Sn, is bounded such that only spectral compo-

nents within a specified range are considered and all others are disregarded.

ωmin < ω < ωmax (5.4)

A < Amax (5.5)

It therefore follows that the maximum valid predictable region can be determined

and defined as the time-frame ts → tf where:

ts =
xp

cmin
, tf =

xp

cmax
+ tm (5.6)

Any prediction outwith this time-frame cannot be considered reliable and therefore

the prediction is deemed to be invalid.

Fixed-Time Method

An alternative method of consideration is the fixed-time method, which, in contrast to

the fixed-point method, deals with wave snapshots at an instance in time across space.
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Figure 5.5: Space-time diagram for the fixed-time method.

With reference to Fig. 5.5, a segment of the sea surface is measured between points

d1 and d2 in a negligible time in comparison to the length of time for the sea surface

to vary significantly [266]. This measurement is then used to determine the profile

of the sea-surface at another point in space, with the length of the valid prediction

decreasing with distance. In Fig. 5.5, the point dmax denotes the absolute limit at

which only measured information across the distance d1-d2 is present - beyond this

point, similar to the fixed-point method, there will be additional information which

will invalidate the prediction.

In terms of determining the predictable region, both methods are very similar in

that they are dictated by the spectrum width and the distance between the measure-

ment and prediction sites, as well as the wave itself. Analogous to the fixed-point

method, the spectral information contained within the snapshot of the measured sea

surface has to propagate to the prediction site; thus, the general theoretical method

presented in Eq. 5.1-5.6 remains valid with a modification to consider spatial varia-

tion as opposed to temporal [265]. It follows that the wave-height record is described

at t = 0s over the distance d2,1 = d2 − d1 and discretized by steps of ∆d:

Fn =
J−1
∑

j=0

ζj(d2,1, 0) exp−i(2π jn

J
) n = (0, 1, . . . , J − 1) (5.7)

where now J = d2,1/∆d is the number of wave height samples in the wave-height

record. Fundamentally the processes are the same and the variation owes to the

consideration of a spatial Fourier analysis rather than a temporal. This also means

the filter parameter becomes time rather than distance in this case. This method
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was not adopted in this work as the fixed-point method was deemed more suitable

from a logistical perspective, but is presented here for completeness with regards to

the theory behind DSWP. There is also the potential of deploying mixed space-time

formulations of DSWP [269], but for similar reasoning this was opted as unsuitable

for the purposes of this thesis.

5.2.3 Key Assumptions

Given the nature of the prediction algorithm, several assumptions or requirements are

given here with regards to the validity of the approach and the applications concerned

in this work. These also apply to the experimental study which is discussed in Section

5.3. Although these assumptions likely apply to both forms of DSWP presented above,

for completeness it should be noted that the fixed time method is adopted and is used

throughout this thesis.

Assumption 5.2.1 An estimation of the wave-profile up-stream from the vehicle lo-

cation is available, either through continuous direct measurement or reconstruction

by transformation (pressure measurements for example).

Assumption 5.2.2 The sea state is fully formed and can be considered effectively

stationary over the measurement and propagation period:

F (ζ [0, t]) ≈ F (ζ [xp, t]) (5.8)

Assumption 5.2.3 The wave elevation is considered to be purely uni-directional and

can therefore be described by the theory given in Section 3.1.2 for 2D spectra.

5.2.4 Disturbance Prediction Algorithm

The model for estimating the wave-induced loads on the vehicle was presented in

Section 4.2 and accompanied with an experimental validation in Section 4.3. The

basic assumption to apply this model is that the wave field experienced by the vehicle

is obtainable, either by direct measurement or estimated via some form of prediction.

Using DSWP as a tool to predict the wave field at the vehicle location ahead of time,

this basic requirement is satisfied and the predicted spectrum is the direct input for

the disturbance model. Considering Eq. 3.11-3.12 with the vehicle location beneath

the surface (xp, zp) as the positional input, a predicted particle velocity vector can be

deduced and defined as ν̃p =
[

ν̃p,x, ν̃p,z

]

. It follows that the predicted environmental

disturbances can be obtained by considering:

τ̃E =









X̃E

Z̃E

M̃E









=











Xu̇ ˙̃νp,x +
(

Xu +Xu|u||ν̃p,x|
)

ν̃p,x

Zẇ ˙̃νp,z +
(

Zw + Zw|w||ν̃p,z|
)

ν̃p,z
∫ L/2

−L/2 x
′F̃n(x′, z′, t)dx











(5.9)
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Algorithm 1 Fixed-point Deterministic Sea Wave Prediction with Wave-induced
Disturbance Estimation Algorithm

1: Measure the sea surface state at each discrete sampling time tk at a location xm

2: Append each measurement to the wave height record, ζm(k)← ζ(tk)
3: At tk == tm, perform Fourier analysis on ζm

(A,ω, ǫ) = F(ζm)
4: Threshold spectrum:

(A,ω, ǫ)← Am > 0.05×max(A)
(A,ω, ǫ)← ωm > ωmin

(A,ω, ǫ)← ωm < ωmax

5: Calculate predictable region according to:
c← c(ωmax)
tp ← t(n) + xP/c

6: Obtain fluid motions at the prediction site (xP , zP ):
ν̃p(xP , zP , tk)← Eq. 3.15-3.16

7: Evaluate predicted disturbances to the vehicle:
τ̃E ← Eq. 5.9

8: Repeat continuously for the remainder of the experiment, tk > tm

This forms the complete process from the initial recorded wave height measurements

through to the propagation and evaluation of hydrodynamic loading at the vehicle

location.

Given the theory presented throughout this section and the model presented in

Section 4.2, Algorithm 1 was formulated and implemented within a simulated en-

vironment to generate predictions at the prediction site (i.e. the ROV location).

Utilising this, the experimental data could be comparatively analysed against the al-

gorithm output and the applicability of the method considered. As a further point, a

slightly modified version of Algorithm 1 was later implemented within an integrated

system simulation, with the key adjustment relating to consideration of the NMPC

prediction horizon. From this, the different proposed control methodologies could be

analysed in conjunction with the DSWP method; Section 5.5 discusses this in detail.

5.3 Wave Prediction Experimental Study

Although there have been studies confirming the validity of DSWP for both uni-

directional and multi-directional seas [268, 269, 270], it was desirable to conduct ex-

periments in the FloWave tank to better understand the limitations of the predictable

region. As our application is specifically for short-horizon dynamic control, the aim of

this study was to deduce if sufficient time-periods could be obtained over extremely

short distances; this initial stage will facilitates planned experimental studies with

the controller deployed on the vehicle. To this end, a short experimental study was

conducted at the FloWave facility.
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Table 5.1: Longitudinal location of the wave gauges (measurement points) relative to
the centre of the tank (0m).

WG1 (m) WG2 (m) WG3 (m) WG4 (m) WG5 (m)

-7.54 -3.77 0.00 3.77 7.54

Table 5.2: Peak spectral period and significant wave height of each wave case tested,
with assigned case references.

Case Reference Peak Spectral Period, Tp(s) Significant Wave Height, Hs(s)

T1 2.0 0.29

T2 2.5 0.26

T3 3.0 0.19

5.3.1 Methodology and Setup

As the underlying theory of DSWP and length of the predictable region relies heavily

on the distance between the measurement point and the prediction point, several

different measurement points across the tank diameter were specified to deduce how

drastically this varied. As a description of the FloWave facilities are provided in

Section 4.3, these are not repeated here and only the method behind the experiment

itself is discussed.

Although the tank has a diameter of 25m, the maximum obtainable distance where

the waves can be considered to be fully developed is ≈ 15.08m; this is lower to min-

imise the level of interference arising from wave generation and similarly reflections

at the absorption side of the tank. A 5-piece evenly spaced wave gauge array was

placed coincident to the wave propagation direction, which in this case was also coin-

cident to the gantry to provide a sturdy mounting point for the WGs. The WG labels

adopted in this study are shown in Fig. 5.6 and the distances relative to the centre

of the tank at 0m are given in Table 5.1. Due to time limitations and the interest of

the study being JONSWAP spectra with larger peak spectral periods, three different

wave formations were tested whose parameters are displayed in Table 5.2. Owing to

physical limitations of the tank, the spectral period was maintained ≤ 3s in order to

achieve a reasonable significant wave height; as the period increases, attainable wave

height degrades. Each wave was recorded across the WG locations at a frequency of

128Hz for the duration of each test, ≈ 512s. During the analysis, this was reduced to

a 500s temporal segment to ensure the analysed wave was fully developed. It should

be noted that the waves analysed during this study are all JONSWAP spectra and

no monochromatic waves were tested.

5.3.2 Prediction Validation

Utilising the data collected from the experiments, it was possible to validate the func-

tionality and determine the capability of the DSWP algorithm within a numerically
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Figure 5.6: Experimental procedure for collecting the results, showing (a) A snapshot
of the recorded wave train from the side-view, (b) the wave gauge locations and wave
height with respect to the tank x-axis from the top view, and (c) the experimental set-up.
The constant wave height in subplot (b) owes to the assumption of a uni-directional wave

propagating across the tank diameter.

simulated environment. Taking WG1 as a measurement point (xm in Fig. 5.3) and

WG2-WG5 as prediction points (xp in Fig. 5.3), the numerically predicted wave

could be compared against the observed wave at the same point in time using the

fixed-point method. The main metric for comparison was the error in wave elevation

between prediction and measurement through a RMSE value, evaluating each sepa-

rate prediction instance throughout the whole simulation. For the validation, the first

300s of the fully developed wave was used as the measurement period for accumulat-

ing surface elevation measurements (stage 1 in Fig. 5.1 and steps 1-2 in Algorithm
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Figure 5.7: Comparison of the predicted wave height against the recorded wave gauge
data for case T1, showing accurate short-term predictions of the temporal wave-height

at various snapshots in time.

1), after which the DSWP algorithm was deployed for the final 200s. Although the

data was collected at a resolution of 128Hz, this was reduced to 16Hz for the sake of

practicality with regards to processing speed; therefore, the total number of predic-

tions amounted to 3600 instances. Similarly, the output JONSWAP spectrum was

bounded to extend the predictable region using a frequency based threshold and an

amplitude based threshold, examined both independently and when combined anal-

ogous to that shown in Fig. 5.4. All components outwith the specified ranges were

neglected and considered to have negligible impact on the predicted waveform. The

reasoning behind investigating the different methods was to analyse how the com-

putation speed varied and if there was a significant effect on the prediction length

and RMSE achievable, and if so how consequential the effect. Similarly, the predic-

tion point was varied from WG2 - WG5 to determine how drastically the analysed

parameters were effected.

Qualitative Assessment

An initial assessment of the algorithm’s ability to predict the waveform was performed

by simply testing the different cases and visualising the output waveform, comparing

this to the recordings of the wave gauges. Examples are given for all wave cases

in Fig. 5.7-5.9 where the given subplots show instances at 5s intervals during the

simulation. It should be noted that these are only examples and predictions were

actually computed at each time-step for analysis purposes. In a practical application
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it is unlikely that a wave prediction would be made at every discretized time-step

∆t as this would add unnecessary computational burden. Given a prediction in

the order of seconds is obtainable, a more suitable approach would be to execute

the algorithm at specific time intervals, for example every 0.5s, to update the wave

prediction accordingly.

It’s quite clear from this initial assessment that the algorithm is capable of predict-

ing the waveform to a high degree of accuracy. This is extremely useful, particularly

when considering the only measurements being exploited are of the wave height at

a specified distance from the prediction location. From these initial examples, it ap-

pears that case T1 is predicted slightly poorer than the other two cases, and reasons

for this are discussed in more detail using the quantitative analysis below. Regard-

less, case T1 is still predicted well in most instances, showing better representation

when the waveform is dominated by large amplitude spectral components, as opposed

to points where the wave is smaller during short time intervals. This is likely due

to the higher amplitude components dominating the shape of the waveform, with a

narrower band of components having the largest influence over the resulting surface

elevation. At these moments in time, the forces and torques induced on the wave will

be largest and it is therefore of more importance to produce an accurate estimation,

so this is an encouraging observation. Being able to estimate the largest disturbances

with the greatest accuracy suggests that the controller will be able to perform better

compensating actions under these waves, provided sufficient thrust can be supplied.

Similarly, disparity between estimated and experienced disturbances at lower wave

elevations will have less effect on the vehicle state, should the controller produce a

poor set of compensating control actions. A possible solution could be to develop

a control strategy which only exploits disturbance predictions for large wave eleva-

tions, defaulting to a form of optimal feedback controller in the remainder of cases,

for example an LQR.

Impact of Spectrum Thresholding on Prediction Accuracy

With regards to the nature of thresholding (see Fig. 5.4 for an example), the recorded

values of interest are presented in Table 5.3. All cases relate to a measurement point

at WG1 and a prediction point at WG5 for consistency, with these two being furthest

apart in the domain and will therefore produce the longest prediction length.

The major advantage of only using a frequency based thresholding technique lies

in the constant dependency on the two bounding components. These will remain

the same irrespective of the spectrum, and thus the attainable prediction length will

not vary. In contrast, adopting an amplitude based technique removes the guarantee

associated with obtainable length - although longer prediction lengths are achieved

for cases T1 and T3, the opposite is true for case T2. Combining the two approaches

clearly is the optimal choice out of the three techniques, as a minimum prediction
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Figure 5.8: Comparison of the predicted wave against the recorded wave gauge data for
case T2, showing accurate short-term predictions of the temporal wave-height at various

snapshots in time.

length is guaranteed whilst components with negligible amplitude are disregarded,

reducing processing time with little to no effect on the accuracy of the prediction as

shown by the RMSE.

For all cases and techniques, the average RMSE recorded across all instances is

≤ 0.046m which is the equivalent to 15.52% of the significant wave height for the case

in question (T1). For case T3, this value drops to 8.42%, which is likely due to the

longer wave length and lower significant height coupled with the operational depth

of the FloWave tank. For a prediction technique based upon purely deterministic

processes and standard filtering techniques, these values are remarkably low and

present a good degree of accuracy relative to computation power requirements. This

is supported by the average processing time per prediction across the 3600 instances -

it should also be noted this value relates to a simulation in a MATLAB environment,

so in practice this value will be even lower when using a lower-level programming

language such as C++ or if advanced computing capabilities were exploited like GPU’s

or parallel processing. Even so, the maximum recorded processing time of 0.052s

is fast enough for near real-time applications, which can be extended to real time

application when considering a prediction is not required at each time-step. In this

analysis, predictions were taken at every single time-step for the sake of error analysis;

in reality, there is no requirement for this. The fact that predictions can be obtained

which extend over temporal segments of a few seconds supports this, thus processing

power requirements can be reduced by only performing predictions at specified time

intervals, for example every 0.5s or 1s.
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Figure 5.9: Comparison of the predicted wave against the recorded wave gauge data for
case T3, showing accurate short-term predictions of the temporal wave-height at various

snapshots in time.

Table 5.3: Effect of different thresholding methods on key parameters for each wave
case, considering a measurement location at WG1 and a prediction loction at WG5.

Threshold Case Pred. Len. (s) RMSE (m) Ave. Proc. Time (s)

0.20 < f < 2.00(Hz)

T1 1.938 0.045 0.052

T2 1.938 0.025 0.052

T3 1.938 0.016 0.052

A > 0.05Amax(m)

T1 3.063 0.046 0.026

T2 0.750 0.024 0.027

T3 2.000 0.016 0.021

0.20 < f < 2.00(Hz) T1 3.063 0.045 0.026

and T2 2.250 0.025 0.027

A > 0.05Amax(m) T3 2.000 0.016 0.021

Impact of Point-to-Point Distance on Prediction Accuracy

A fundamental aspect of Fixed-Point DSWP is that two unique points are considered:

a measurement point and a prediction point. It is intuitive that the prediction length

will degrade with distance between the measurement point and prediction point, but

it is of importance to determine how varying this distance affects key parameters,

namely the prediction length, the RMSE of the prediction and the average processing

time. For future planned experimental studies, these parameters will dictate the

breadth of tests possible from a safety perspective. For this analysis, the thresholding

technique was maintained as a combination of both frequency and amplitude based
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inequalities to maximise the attainable prediction length. Also, the DSWP algorithm

was executed at each WG location relating to distances of 3.77m, 7.54m, 11.31m

and 15.07m for WG2, WG3, WG4 and WG5 respectively considering a measurement

point at WG1. Note that for a prediction point at WG5, the results are given in

Table 5.3 and therefore are not repeated here; see the final three rows.

As expected, the observed data given in Table 5.4 returns a linear relationship

with respect to the predicted length, dictated by the space-time diagram and the

thresholding technique adopted. In terms of absolute values, it is worth stressing that

these are heavily reliant on the waveform and the spread of frequency components

within the spectrum. Limitations of the FloWave tank restrict this analysis to low

peak periods, but real-world conditions would possess a much higher peak period

value and thus the measurement to prediction point distance would be required to be

extended accordingly. However, for realistic waves (such as those analysed in Section

5.5) prediction lengths in the order of seconds can be obtained for distances of as

low as 50m. This distance is much lower than previous works have considered during

field trials [268], but still provides a wave prediction long enough to be effectively

exploited within a predictive control architecture.

What is promising is that the RMSE increases by only 0.006m between a predic-

tion point at WG2 and WG5, supporting the claim of operation over longer distances

in real-world scenarios. As expected the RMSE increases with distance across all

cases, which can be attributed to factors such as perturbations in the waveform dur-

ing propagation or unmodelled dynamics due to the use of a lower-order wave model.

Similarly, the processing time remains almost constant at ≈ 0.025s which reiterates

the applicability of the prediction method for obtaining fast estimations for use in

a control strategy. It is suspected that incorporation of higher order terms within

the wave model would help improve this, but it is also worth noting the increase is

marginal given the 4× increase in distance. Similarly, more accurate modelling tech-

niques can be adopted to re-create the sea state, for example the technique presented

in [282], but this results in unwanted increases in computation time and may not

produce significant gains in accuracy to be worth the sacrifice of near instantaneous

predictions. Again, to fully evaluate this an extensive study is required testing differ-

ent modelling methodologies for re-creating the sea surface, however this was not the

goal of this work. This would offer insight into how accurately the sea state can be

reconstructed, which would be beneficial when transitioning into directional spectra

cases where complexity increases.

5.3.3 Concluding Remarks

This initial validation study of the wave prediction algorithm showed that low predic-

tion error could be achieved for various wave cases, supporting the claim that these

explicit predictions can be exploited directly within the vehicle control. Similarly,
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Table 5.4: Effect of varying distance between measurement and prediction points on
key parameters for each wave case.

Meas.→Pred. (m) Case Pred. Len. (s) RMSE (m) Ave. Proc. Time (s)

T1 0.750 0.026 0.027

3.77 T2 0.563 0.015 0.027

(WG1 → WG2) T3 0.5 0.010 0.021

T1 1.500 0.030 0.027

7.54 T2 1.125 0.014 0.027

(WG1 → WG3) T3 1.000 0.010 0.021

T1 2.313 0.035 0.026

11.31 T2 1.688 0.018 0.027

(WG1 → WG4) T3 1.500 0.011 0.021

prediction lengths were achieved in the region of 2-3s when adopting a combination

of frequency and amplitude threshold boundaries, sufficient for deployment in the

NMPC control architecture to produce a usable temporal horizon. Along with this,

it was also shown that algorithm execution times are fast enough to be applicable

for near real-time applications, particularly when considering predictions are only

required at specific intervals.

On the other hand, because this study was exclusively undertaken as an initial

validation, a select set of different wave cases were tested to determine the validity and

length of predictable region obtainable. These initial results provided solid evidence

that the wave elevation predictions are sufficiently accurate to be considered explicitly

within the control strategy. Quantifying the effect of wave parameters on the validity

and accuracy of predictions would require a more extensive systematic study, however

this was out of the scope of this work and would be the subject of future work.

5.4 Model Predictive Control

MPC is a control strategy which is based around solving an optimisation problem

online, with respect to a specified set of constraints and an assigned cost function

[23]. The control strategy involves the prediction of future states according to a

specified system model, exploiting this information to determine a set of control

actions which minimises the specified cost function; a visual representation of this

process is shown in Fig. 5.10. A key feature of MPC is the fact that although several

control actions are generated for a specific horizon, only the first value in the sequence

is applied and the optimisation problem re-calculated at the next time step; this

accounts for variations in expected and experienced behaviour due to inaccuracies in

the system model. This feature also relates to MPC being known as Receding-Horizon

Control, as the prediction horizon is shifted forward at each time step. Along with
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Figure 5.10: Model Predictive Control concept, whereby an optimised control trajec-
tory is generated to reach the reference state.

this advantage, the other is the ability to explicitly consider constraints within the

optimisation problem - exploiting this, considerations can be made towards elements

such as actuator limitations, known obstacles and system dynamics amongst others.

This is one of the reasons MPC is much more powerful than typical feedback control

methods. [23, 315].

Within the design of the MPC architecture, the main consideration relates to the

plant model and the inherent nature of the dynamics, specifically whether these are

modelled to be linear or nonlinear. Both can be handled directly and a broad range

of different types of MPC have been proposed in the literature to handle variations

between these (Explicit, Robust, Constrained to name a few), but the performance

of any MPC is largely dictated by the accuracy of the plant model. Hence, accommo-

dations must be made by adopting various different techniques to ensure the system

remains stable and a feasible solution can be found, either optimal or suboptimal

[316]. In the remainder of this section, the procedure for constructing an MPC ar-

chitecture using both a linear and nonlinear plant model is presented, followed by

comments and considerations towards stability and recursive feasibility. Closing re-

marks are given in relation to which scheme is adopted in this work and the reasons

for this.

5.4.1 Linear Model Predictive Control

If the system is inherently linear or is modelled as a linear system, a form of Linear

MPC (LMPC) would be used. Here, the equations of motion can be written in

continuous-time linear state-space representation in the form:

ẋ = Ax + Bµ + Ew (5.10)

y = Cx + Dµ (5.11)
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where A is the system matrix, B is the input matrix, C is the output matrix, D

is the feed-through matrix and E is the noise matrix; commonly D = 0 unless the

system has an instantaneous response. Here, x, µ and w represent the system state,

control input and any noise/disturbances to the system, whilst y represents the system

output. A corresponding discrete-time model can be derived as:

xk+1 = Adxk + Bdµk + Edwk (5.12)

yk = Cdxk (5.13)

where the subscript d relates to the discrete form of each matrix. In Eq. 5.12, each

step k represents a discrete time-step of ∆t. Assuming that the state and control

trajectory along the prediction horizon Nc begins at k, the predicted states Xk for a

vector of control inputs Uk are defined as:

Xk =

















xk

xk+1

...

xk+Nc

















Uk =


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


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

µk

µk+1

...

µk+Nc−1

















(5.14)

which is used as the predictive model for the LMPC where xk ∈ X and µk ∈ U are

the state and input constraints.

From this, the LMPC can be formulated for reference tracking using a quadratic

cost structure. Considering a reference state Xr and control input Ur of the same

dimensions as in Eq. 5.14, the optimal control problem is defined as:

minimize
Xk,Uk

J = Vf (rxk+Nc
) + Vs(rXk,

rUk)

subject to xk+1 = Adxk + Bdµk + Edwk,

xk ∈ X ,

µk ∈ U ,

xk+Nc
∈ X f

(5.15)

Here, rXk = Xk − Xr and rUk = Uk − Ur whilst Vf and Vs are functions

representing the terminal and stage costs respectively, such that:

Vf (rxk+Nc
) = (rxk+Nc

)T P(rxk+Nc
)

Vs(rXk,
rUk) =

k+Nc
∑

k

(rxk)T Q(rxk) +
k+Nc−1
∑

k

(rµk)T R(rµk)

where P, Q and R are weighting matrices on the terminal state, intermediate state

and control. Typically, these are designed as block diagonals depending on state
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importance and state/control relative importance:

P =








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P1 0 . . . 0
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where n and m refer to the number of states and control inputs in xk and µk. The

introduction of a terminal cost and constraint on the final stage in the predicted state

sequence enforces recursive feasibility and stability within the formulation, which is

discussed in more detail in the following section. The advantage of using an LMPC

structure is that the optimisation problem is convex, thus a well-defined solution

exists. This is not the case for NMPC, which is presented and discussed in the next

section, however the effect of this trait can largely be mitigated with the adoption of

more advanced optimisation techniques and tools.

5.4.2 Nonlinear Model Predictive Control

Considering a case where the plant exhibits nonlinear behaviour in the system dynam-

ics, there are two generalised options to deploy a model predictive control scheme; (1)

linearise the dynamics around an operating point and deploy LMPC or (2) derive a

NMPC and deploy this directly. The latter will more accurately represent the system

behaviour when the non-linearities are strong, however there is a possibility that the

obtained solution is a local and not global minimum due to the problem now being

non-convex. This risk can be reduced by applying methods such as multiple shooting,

but cannot be mitigated completely.

The nonlinear dynamics of the system are described by the Ordinary Differential

Equation (ODE):

ẋ = f(x,µ) (5.16)

where x and µ are used to represent the system state and control input. From this,

the ODE is solved in discrete-time form using well established methods such as Euler

or more typically Runge-Kutta integration (due to higher accuracy):

xk+1 = F(xk,µk) (5.17)

Here, each step k represents a timestep ∆t; the predicted trajectories for the pre-

diction horizon of Nc steps are then represented as a sequence of states and control

inputs such that:

Xk =

















F(xk,µk)

F(xk+1,µk+1)
...

F(xk+Nc−1,µk+Nc−1)

















(5.18)
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Algorithm 2 Discrete Nonlinear Model Predictive Control Algorithm at tk
1: Estimate the system state x̂k

2: xk ← x̂k

3: Execute Algorithm 1 for (xp, zp)← xk.
4: Calculate the optimal control sequence Uk by solving:

Minimise J = Vf (rxk+Nc
) + Vs(rXk,

rUk)

s.t.



























xk+1 = F(xk,µk)

xk ∈ X

µk ∈ U

xk+Nc
∈ X f

5: Pass the first entry in the sequence Uk to be allocated (Eq. 3.61).

where x ∈ X and µ ∈ U represents the feasible set derived from the defined con-

straints. The above representation facilitates formulation of the optimal control prob-

lem inclusive of a terminal constraint and cost penalty to enforce recursive feasibility

and stability:

minimize
Xk,Uk

J = Vf (rxk+Nc
) + Vs(rXk,

rUk)

subject to xk+1 = F(xk,µk),

Xk ∈ X ,

Uk ∈ U ,

xk+Nc
∈ X f

(5.19)

which is a similar formulation to LMPC with alternative constraints. A key

observation is that the constraints now contain a nonlinear equality, thus introducing

non-convexity into the optimisation problem. This is the main element which causes

NMPC to be more computationally expensive compared to LMPC, but can be tackled

using advanced optimisation tools such as those deployed in this thesis. NMPC was

the variation investigated within this work, with the implemented algorithm in the

simulated environment is given in Algorithm 3.61.

Touching on the stability of MPC in general, this is a well studied topic which

is usually discussed in conjunction with what is known as recursive feasibility; i.e.

ensuring the optimization problem has a feasible solution at all future time steps, given

a feasible initial control sequence. The standard approaches applied to achieve this

involves placing constraints on the terminal value of the optimisation sequence, along

with using a terminal controller and denoting a weight parameter applied specifically

to the terminal value of Eq. 5.15 and 5.19, known as the terminal cost. By considering

this terminal cost, the overall MPC cost is essentially transformed into an infinite

horizon, which is the main reason it is one of the more commonly used techniques

and is the technique that was adopted in the above formulation; see Eq. 5.19. This

method is known to guarantee local stability as the controller can be derived explicitly
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for the specified set of states and designed accordingly. As these methods have been

proven and noted in countless works throughout the literature [317, 316, 318, 25],

they have not been delved into here in detail but it is worth noting the principles of

typical techniques.

5.5 Integrated System Simulation Study

Considering the results from the validation of the prediction algorithm in Section 5.3,

incorporation of these within an overall control architecture was the next stage of

development. This was performed within a simulated environment, formulating the

NMPC presented in Section 5.4.2 for control of the vehicle and simulating the dynam-

ics numerically according to the theory detailed in Section 3.2. Implementation of

the NMPC scheme was performed using the CasADi MATLAB library in conjunction

with the IPOPT solver [71], using a direct multiple shooting method discussed in more

detail in Section 5.5.1. The block diagram for the overall control architecture of the

NMPC is displayed in Fig. 5.11. The DSWP block involves continuous measurement

of the wave profile at discrete time steps at the measurement site - when the specified

measurement time has elapsed, Algorithm 1 is executed and the estimated load τ̂E is

passed to the NMPC to generate an optimal control sequence. Once the optimisation

problem has been solved, the relevant control actions are generated and applied to

the ROV. Throughout the control mission (i.e. after the elapsed time has passed and

the ROV is deployed), the EKF is continuously producing state estimations for Algo-

rithms 1-2 to exploit for evaluating the disturbance estimations and control actions

respectively. This forms the sequence of processes which occur throughout execution

of the proposed framework.

In conjunction with this, a baseline Cascaded Proportional-Derivative (C-PD)

controller was analysed to provide a performance reference and a controller with

Feed-forward (FF) disturbance compensation was also implemented, which exploits

the disturbance predictions but does not feature an optimisation stage. The focus of

the latter comparison is centred around how the inclusion of an optimisation stage

affects both computation time and performance. This section details the results

from these simulations and the performance of the proposed fully integrated system,

inclusive of control and predictions methods.

5.5.1 Simulation Configuration

Scenario Set-up

Emulating the conditions the ROV may encounter under a typical operating scenario

was key to accurately assess the performance of the framework. Given that the

proposed controller is for the purpose of mitigating large magnitude wave-induced

disturbances, real-world data was sourced and exploited to construct a representative
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Figure 5.11: The proposed framework for predictive disturbance mitigation, showing
each element in block diagram format. In the DSWP block, fp is a function which

transforms the spectral parameters into wave loading; see Eq. 5.9.

Table 5.5: Statistical parameters for the 3 wave spectra considered in Chapter 5,
varying in peak spectral period and significant wave height.

.

Case Reference Peak Period (s) Significant Wave Height (m)

W1 7.1 2.78

W2 9.5 3.47

W3 11.1 3.24

sea state of a region of the North Sea. The spectral data is the same set used for

the analysis in Chapter 4, harvested by a wave buoy located in the Moray Firth and

sourced from the online repository of Cefas [246]. As mentioned during the earlier

analysis in Section 4.4, the location of the buoy was chosen primarily due to the

majority of offshore wind farms being located in areas of similar depth (d = 54m) or

below[311, 312] - an offshore wind development is also currently under construction

at this location [313].

The vehicle behaviour was simulated under the three different sets of environ-

mental conditions, varying in significant wave height and peak period to demonstrate

performance under a variety of wave disturbances. The key parameters of the chosen

spectral data are recapped in Table 5.5, previously plotted in Fig. 4.17 to demon-

strate how these vary. Large significant wave heights were purposefully chosen to

demonstrate the effectiveness of the system in harsh conditions. Each simulation was

performed over a 600s temporal segment with a resolution of ∆t = 0.1s. Wave-height

measurements were recorded for the initial 300s (tm = 300s) from a fixed point up-

stream of the ROV at a distance of xp = 50m from the wave measurement point

taken here as xm = 0m. The distance required in these simulated instances are larger

than those tested experimentally (Section 4.3) due to the larger peak spectral period

tested. The ROV was then simulated to perform a station keeping task for the final
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Table 5.6: BlueROV2 Heavy dimensions and hydrodynamic parameters utilised in the
simulations; data based on [46, 300, 308].

Parameter Nomenclature Value Unit

Weight W 112.8 N

Buoyancy B 114.8 N

Vehicle Length l 457 mm

Vehicle Width b 575 mm

Vehicle Height h 254 mm

Rotational Inertia, y Iy 0.253 kgm2

Added Inertia, x Xu̇ 10.57 kg

Added Inertia, z Zẇ 18.68 kg

Added Inertia, θ Mq̇ 0.65 kgm2

Added Inertia, x/θ Xq̇, Mu̇ 0.67 kgm

Linear Drag Coefficient, x Xu 13.7 kg/s

Linear Drag Coefficient, z Zw 33 kg/s

Linear Drag Coefficient, θ Mq 0.80 kgm2/s

Quadratic Drag Coefficient, x Xu|u| 141 Ns2/m2

Quadratic Drag Coefficient, z Zw|w| 190 Ns2/m2

Quadratic Drag Coefficient, θ Mq|q| 0.47 Nms2

Centre of Buoyancy rB [0, 0, 0.028] m

Maximum Thrust Tmax 35 N

Thruster Offset α 45 o

Thruster Moment Arm, θ lx 0.12 m

Table 5.7: Parameters for the different ROV control strategies, both MPC and PD
related.

Parameter Nomenclature Value

Prediction Horizon Nc 20∆t

State Weight Matrix Qx diag(250,250,250)

Terminal State Weight Matrix Px diag(250,250,250)

Control Weight Matrix Rµ diag(1,1,1)

Positional Proportional Gain Kp diag(1.2,1.2,0.5)

Derivative Gain Kd diag(3,3,1)

Velocity Proportional Gain Kp,v diag(1.2,1.2,0.5)

300s, attempting to maintain a stationary position beneath the surface by exploiting

the disturbance predictions obtained through the DSWP algorithm. Solving for the

subsequent state xk+1 was evaluated through numerical integration over the discrete

time interval ∆t, using a fourth-order variable step Runge-Kutta method. In all

cases, the ROV was tasked with maintaining a stationary position at a fixed depth of

z = −5m, exposing the vehicle to significant wave-induced disturbances. The vehicle

geometric and hydrodynamic parameters are provided in Table 5.6, whilst the control

parameters are given in Table 5.7. Remaining hydrodynamic parameters which were
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Figure 5.12: Block diagram of the feed-forward disturbance mitigation technique, with
the grey blocks representing the generation of the additional compensating control ac-
tions. Here, the thrust allocation algorithm refers to Eq. 3.61 and the generalized control

law in Eq. 5.21.

unavailable were evaluated using WAMIT [309], for example Xq̇ and Mu̇.

As a further element to the study, an analogous set of simulations utilising the

same configuration as detailed above were performed, however different sources of

noise were considered to be affecting the system. Sensor noise was considered in

every test and was injected into the wave profile measurements, simulating white

noise inherent to (for example) a wave-rider buoy or pressure sensor. Likewise, in

separate tests noise was also directly injected into the spectral components obtained

by the DSWP algorithm, with the aim of simulating a non-perfect spectral prediction.

These are all elements which would affect the real-world deployment of the system,

thus it was a critical element of the study to infer robustness under these conditions.

Baseline Controllers

To comparatively analyse the performance of the proposed framework, the NMPC

with DSWP controller was compared against two baseline controllers; a C-PD con-

troller and a C-PD with feed-forward (FF) controller (referred to as FF from hence-

forth). The former is to provide a basic reference against a standard feedback con-

troller deployed in industry, with the latter incorporating the prediction algorithm

to calculate disturbance compensating control actions (but without an optimisation

stage on the control trajectory). The block diagram of the FF controller architec-

ture is given in Fig. 5.12 and described in Algorithm 3; for the C-PD controller, the

architecture is similar with the DSWP sub-diagram removed as shown in Fig. 5.13.

It is postulated that the FF controller will still provide performance improvement

but at a fraction of the computation power of an NMPC. In scenarios where wave

perturbations are lower, this may be a more appropriate solution. Throughout the

analysis, the comparison focuses on these two predictive control schemes as these

both incorporated the DSWP algorithm and are therefore closer aligned and of more

interest in terms of performance.
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Figure 5.13: Block diagram of the feedback Cascaded Position-Velocity PID Controller,
with the grey block referring to the thrust allocation algorithm refers to Eq. 3.61 and

the generalized control law in Eq. 5.20.

Algorithm 3 Feed-forward Predictive Control Algorithm at tk
1: Estimate the system state x̂k

2: xk ← x̂k

3: Execute Algorithm 1 for (xp, zp)← xk.
4: Calculate the feed-forward compensation control action according to Eq. 5.9.
5: Evalutate the modified control action µF F according to Eq. 5.21 to be allocated

(Eq. 3.61).

The generalised control laws for the C-PD controller and FF controller are defined

as:

µP D = Kp,v{ν − (Kpe + Kdė)} (5.20)

µF F = µP D + τ −1
max ⊙ (Mν̇p + D(νp)νp) (5.21)

where e is the positional error between the reference set-point and current vehicle

state. For the FF controller, νp is the fluid velocity vector at the vehicle location.

Each controller exploits the EKF as a state estimator to account for the inherent

uncertainty associated with measuring the vehicle state in real-world scenarios. This

emulates the presence of sensor noise and implements a method to minimise the

effects.

Nonlinear Solver Method

Specifically for the NMPC, the control problem is inclusive of solving an online nonlin-

ear optimisation problem. Inherently, this can cause issues relating to the non-convex

nature of the problem, such as convergence issues and increased computation time.

With this is mind, an appropriate solver and solver method were required which can

mitigate these issues as best as possible. For this purpose, CasADi was chosen (in par-

ticular the OPTI feature) which is an open source tool specifically tailored towards

solving nonlinear optimisation problems fast. CasADi has several inbuilt features

which are highly useful for this work, such as the ability to set up a Runge-Kutta
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Figure 5.14: Multiple shooting method; dynamic feasibility is achieved once the gaps
denoted by dn are closed and a solution has been found.

integration method and different solver options - in our case, the Operator Splitting

Quadratic Program (OSQP) solver [319] was selected.

In conjunction with this, the direct multiple shooting method was adopted which

is well-known to generally improve convergence rates [71]. Direct multiple shooting

involves taking the time period over which a solution is desired (in this instance this

would be the NMPC prediction horizon) and segmenting this into smaller intervals,

as shown in Fig. 5.14. The problem is then solved over each of these smaller intervals

and the results are matched to form a complete solution over the entire time period.

In contrast, a single shooting method considers the whole interval and a solution of

discretized control inputs as one. As noted in the CasADi documentation, the multiple

shooting method is generally better than the single shooting method due to the

problem being handled in higher dimensions, thus improving convergence. Although

using multiple shooting increases the size of the nonlinear problem, it becomes much

sparser and thus a trade-off is typically achieved to maintain a reasonable computation

time. An alternative method that could have been adopted is direct collocation, which

approximates the state and control using polynomial splines. The properties of these

polynomials simplify the involved integration calculations and thus the computation

time is reduced significantly.

Between the three methods considered, multiple shooting was deemed to be the

most appropriate. This is due to the control actions being relatively simple to gen-

erate (allocation can be calculated using a pseudo-inverse method, Eq. 3.61) and

the nonlinear dynamics will be handled better than using a single shooting method.

Similarly, a higher degree of accuracy is expected over direct collocation and process-

ing time is not expected to be inordinate; although the dynamics are nonlinear, the

problem dimensions are not excessive.
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Figure 5.15: Block diagram representation of the Extended Kalman Filter (EKF).

5.5.2 State Estimation

The control formulations discussed throughout this thesis (inclusive of feedback) as-

sumes that the vehicle state is known in order to compute the control actions. This

is a critical factor relating to real-world deployment, which is typically tackled using

an array of sensors such as but not limited to IMU’s, Global Positioning Systems

(GPS) or vision for example. In an underwater scenario, this factor becomes slightly

more difficult to address due to the unstructured nature of the environment and

the inability to utilise methods such as GPS. In some cases where turbidity is high,

this restricts the applicable methods even further as vision can no longer reliably be

utilised. However, there are methods to tackle this issue such as the use of Doppler

Velocity Logs (DVL’s) or sonar amongst others. Therefore, it is assumed that (at

minimum) a noisy measurement of either the vehicle position or velocity can be ob-

tained using some form of sensor reading can be extended to form the full vehicle

state. This provides the required information for the NMPC to proceed and compute

the optimal trajectory, in conjunction with the wave estimations and prescribed ve-

hicle reference pose. It should also be noted that knowledge of the vehicle state is

paramount for estimating the disturbances, as the algorithm presented in Section 5.2

requires a position (x, z) to be specified to build the predicted fluid trajectories.

Considering these requirements, an EKF [320] was selected as an appropriate

method to estimate the vehicle state. This was formulated on the basic assumption

the vehicle position or velocity is measurable and extends this to approximate the

full state. This can be performed vice-versa and which form of EKF that is deployed

would depend on the sensors available on the vehicle. In our case, the position of

the vehicle was assumed to be measurable as this would be the process adopted in

experimental studies at the FloWave tank, where the same Qualysis system could be

exploited as in the experiments in Section 4.3.

Assumption 5.5.1 An initial estimate of the state and state error covariance matrix

can be obtained, that is

x̂k−1 6= {}, P̂k−1 6= {} (5.22)
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Figure 5.16: Temporal segment of the station keeping simulation, showing the posi-
tional evolution for case W2. Here, the reference state is defined as xr = [50,−5, 0]m
in the global frame and the model is assumed to be accurate; measurement noise is still

considered.

An EKF is the nonlinear counterpart to the linear Kalman Filter (KF) [321, 322]

which is considered the optimal estimator for linear models with additive white noise.

Essentially, an EKF linearises the nonlinear system dynamics (Eq. 3.31) around an

operating point or trajectory through a Taylor series expansion. Alternatively, the

modified version in the form of an Unscented Kalman Filter (UKF) was considered

as a solution [323, 324], however the EKF was considered sufficient for this case and

is a more established and well-known tool used within the field. The EKF algorithm

consists of two update phases; the predictor phase and the corrector phase connected

through a gain calculation, as shown in Fig. 5.15. The predictor phase considers the

initial estimates of the state, x̂k−1, and error covariance, P̂k−1, and projects these

ahead in time, such that:

P̂−
k = AkP̂k−1AT

k + Q̂k−1 (5.23)

x̂−
k = F (x̂k−1,µk−1,w) (5.24)

where A = dF
dx |x=x̂ is the linearised state transition matrix, Q̂ is the process error

covariance and w represents the process noise.

From this, the corrector phase proceeds to compute the Kalman gain:

K̂k = P̂−
k HT

k (HkP̂−
k HT

k + R̂k)−1 (5.25)
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Figure 5.17: (a)-(c) RMSE and (d)-(f) maximum error observed for each DoF and sea
state considered for the station keeping mission, considering only sensor noise with zero

additional spectral noise.

where H is a measurement matrix, R̂ is the measurement error covariance, subse-

quently updating the estimate with a measurement ŷk

x̂k = x̂−
k + K̂k(ŷk −Hkx̂−

k ) (5.26)

Similarly, the error covariance is also corrected in this stage before looping back to

Eq. 5.23 and repeating for every time-step k:

P̂k = (I− K̂kHk)P̂−
k (5.27)

The EKF is very-well known tool and has been proven to be reliable in various

dynamic control applications, both marine-based [165, 98, 325, 326] and outwith

[201, 327].

5.5.3 Simulation Results

Station Keeping Accuracy

Initial analysis focused on the comparative performance against the two baseline

controllers with minimal uncertainty in the system - throughout these tests, only

noise arising from sensor measurements were considered, inclusive of both wave gauge

and state. A Gaussian filter was applied to the wave height measurements, whilst the

EKF was utilised to reduce the uncertainty associated with the state measurements

and produce the full-state vector. To visualise the temporal evolution of the vehicle

behaviour during the station keeping mission, a segment of the simulation for case

W2 is displayed Fig. 5.16. For all cases and DoF, the RMSE was analysed along
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Figure 5.18: Violin plot highlighting the density of positional error with respect to
each wave case and control strategy. A shorter violin refers to lower variance in error,

hence the control is regulating the state with greater effect.

with the maximum error that was recorded throughout the entire temporal segment

for reference. The results are displayed in Fig. 5.17.

As anticipated, the NMPC method produces both the lowest RMSE and the

lowest maximum error, however it was noted that the disparity in maximum error

was much lower with some instances returning only ≈ 14% improvement over the

FF method (heave, case W3). For the surge and heave, a mean improvement in

RMSE of ≈ 52% was witnessed between the NMPC and FF methods, whilst the

pitch RMSE was reduced by ≈ 51.5% showing consistent improvements irrespective

of DoF. With respect to maximum error, the mean improvement in RMSE was lower

at ≈ 19.5% and ≈ 48% for the linear and angular motions respectively, still showing

fair improvements particularly for the pitch. Although maximum errors of up to

0.38m and 2.4o were witnessed even for the NMPC method (Case W3), these only

occur at short time intervals across the entire mission, supported by the low RMSE

observed. The disturbances considered in this work represent an upper bound of those

sampled in this geographical region, so the values recorded are very promising - as

these methods rely on deterministic processes, it would be possible to specify a safe

operational distance relative to the magnitude of wave disturbances, which could also

dictate which method is more suitable on a case-by-case basis. A further interesting

observation was that the pitch displacement remained low even when using the C-PD

method, with a maximum value of 8.47o recorded; the vehicle is naturally restoring
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Figure 5.19: Effect on the recorded waveform associated with Case W3 when varying
levels of spectral noise are added to the output component amplitudes and phases from

the DSWP algorithm.

at θ = 0o, so the control required to minimise displacement can be less aggressive.

The advantage of this is the potential to reduce the computational overhead of the

control by only applying a predictive method to the lateral motions, using a typical

feedback controller specifically for the pitch plane to reduce the angular displacement

sufficiently. This would allow quicker convergence during the optimisation stage and

thus assist with applicability to real-time applications.

Finally, Fig. 5.18 displays a violin plot of each test case; a violin plot shows the

distribution of the data by using a relative width proportional to the frequency of

occurrence. From this, the ability of the NMPC to constrain the vehicle motion to

remain largely within a narrow band of positional error is clear, dictated by the shorter

and wider plots in all cases and all DoF. Particularly for the surge and heave, the

variation in positional error is reduced significantly, in conjunction with the maximum

error as previously mentioned. Even when adopting the FF strategy, the frequency

of data points recorded in the vicinity of the reference position is clearly apparent,

demonstrating that the predicted disturbances are being mitigated effectively.

System Uncertainty

With the goal of expanding the simulations to feature realistic uncertainties that

would be encountered in the field, a large piece of analysis performed in this work

focused on the introduction of various sources of noise and disparities in the model.

Although sensor noise was considered in all simulations, this can be fairly easily

mitigated with standard filtering techniques such as the Gaussian filter and EKF

used in this work. As was witnessed in the experimental study presented in Section

5.3, the spectral parameters obtained will not be an exact representation of the real-

world sea state; at sea various sources of noise will confound the measurements and

this interference will skew the wave spectral parameters. To emulate this, Gaussian

noise was directly injected to the output amplitude and phase of the DSWP inferred

spectral components, simulating the conditions where predicted and encountered wave
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Figure 5.20: RMSE error for each DoF and sea state considered when different levels
of spectral noise are considered, showing measured white gaussian noise with a (a)(d)(g)
SNR = 5, (b)(e)(h) SNR = 10 and (c)(f)(i) SNR = 15 and the comparison between the

FF and NMPC schemes.

disturbances differ. The cases covered in this analysis involved Signal-to-Noise Ratios

(SNRs) of 5, 10 and 15; Fig. 5.19 demonstrates how these levels of SNR affect the

interpreted waveform by the controller against the wave experienced by the vehicle,

where SNR0 is the ground truth. As with the results presented in Section 5.3, the

waves show higher similarity where the profile is well-defined (the period 260− 275s

is a good example of this) and wave height is largest, i.e. points where the spectral

noise has least effect.

The performance of the controllers subject to varying degrees of sensor noise are

shown in Fig. 5.20. For almost all cases the NMPC outperforms the FF scheme,

analogous to the previous cases tested which assumed exact spectral knowledge. The

only situation in which the FF performed slightly better was in the pitch plane when

considering large amounts of spectral noise (Cases W2 and W3). This is likely due

to the fact the vehicle pitch is easily influenced by control actions, thus is more

susceptible to unwanted motions if the predictions are not reasonably accurate. This

being said, the pitch RMSE never exceeds 2o and so this difference is irrelevant when

considering the broader goal. In the surge and heave DoF, a mean reduction across

all cases of ≈ 41% in RMSE between the FF and NMPC schemes was witnessed,

showing that even in the presence of significant spectral noise the inclusion of the

optimisation step greatly increases station keeping performance.

With reference to the cases presented in Section 5.5.1, the largest increase in

RMSE when considering a non-exact wave prediction was ≈ 19.5% and ≈ 51% for
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Table 5.8: Power consumed during the station keeping mission for each wave case and
control strategy when the spectral components are perturbed by varying levels of noise.
As the C-PD controller does not use the spectral information, the values for the ideal

case refer to all cases.

Case Controller
Power Consumed (W )

SNR0 SNR5 SNR10 SNR15

W1

C-PD 17.14 – – –

FF 38.51 45.45 40.75 38.23

NMPC 52.21 87.83 70.66 58.80

W2

C-PD 23.80 – – –

FF 47.08 52.04 46.78 46.13

NMPC 56.49 99.36 77.80 62.15

W3

C-PD 20.59 – – –

FF 37.83 47.56 40.93 38.94

NMPC 47.98 88.9 74.73 57.55

the linear and angular motions respectively. It is key to note here that the absolute

values of pitch displacement are minimal, thus even though the spectral noise had

a significant effect, in absolute terms the station keeping accuracy remains high.

These findings demonstrate that the inclusion of even relatively coarse predictions

can improve performance substantially, with the inclusion of an optimisation stage

over a horizon improving this further.

Power Efficiency

Although these initial results show promise from the perspective of minimising dis-

placement, this increase in performance naturally coincides with a trade-off in energy

expenditure. Model-based predictive control architectures are able to perform better

by generating control actions to constantly counteract the wave, however the caveat

is that larger control forces will be generated. To this end the power consumed dur-

ing the station-keeping mission for each simulation was estimated and analysed. It

should be noted that this analysis does not consider the hotel load of the vehicle and

only concerns the power consumed by any control actions. Regarding this and ex-

ploiting data provided by the manufacturer [300] for the T200 thruster (fully-flooded

brushless motor, polycarbonate plastic propeller), the power for a typical operating

voltage of 16V was approximated as:

Pτ =
8
∑

i=1

0.0011τ3
i + 0.0208τ2

i + 0.2970τi (5.28)

where Pτ is the power consumed by the control actions for all thrusters and taui is

the i-th thruster (the BlueROV2 possessing 8 in total). The cumulative power over
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Figure 5.21: Temporal segment of the trajectory tracking mission for the (a) wave in
case W2, displaying the positional error relative to the trajectory in the (b) surge, (c)

heave and (d) pitch.

the entire mission was evaluated as a time-averaged summation.

Power expenditure are evaluated both in the cases with non-noisy spectral data

and in the case with noisy spectral data (Table 5.8), similar to those shown in Fig.

5.19. Firstly considering the non-noisy spectral data case where the variation between

predicted and encountered sea state is purely a product of sensor noise on the state

and wave gauge, the relative increase in performance surpassed the relative increase

in power consumption for all cases. A mean increase of ≈ 27.5% in consumed power

coincided with a mean reduction of linear station keeping error of ≈ 52%, whilst also

reducing the pitch error by ≈ 51.5% indicating that the additional energy required

is utilised to good effect. The consumed power is found to increase with increasing

spectral noise, however the increase is much sharper for the NMPC method which is

most likely attributed to the controller attempting to minimise the cost function, as

opposed to the one-step estimated control action produced by the FF scheme. For

high spectral noise, the power consumed when using the NMPC method was almost

double that of the FF method for case W2, showing a much higher dependence on

accurate disturbance predictions to minimise consumed power. Between the instances

when considering an SNR of 5 and 15 of spectral noise the power consumed increased

by ≈ 54.5% for the NMPC, whilst only an increase of ≈ 18% was witnessed for the

FF cases, again supporting the previous hypothesis relating to the optimisation stage.
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Figure 5.22: Trajectory tracking spatial comparison for case W2.

The underlying finding from this analysis is that when power consumption is

not a critical factor (such as tethered operations) or when station-keeping accuracy

is crucial, the NMPC method offers much higher performance. However, the FF

scheme is still capable of offering improved station keeping performance over the C-

PD method, but at a fraction of the power cost relative to the NMPC method. For

operations where high accuracy isn’t required and operation longevity is more critical,

a FF-based method could be a viable solution for reducing perturbations arising from

wave-induced disturbances.

Trajectory Tracking

As an additional point of analysis, the proposed framework was also tested for an

alternative mission of following a square trajectory under disturbances from a wave

field; this could relate to a typical inspection task over a specified area. To do so, the

disturbance prediction must to be amended to consider the time-varying position of

the vehicle along the trajectory. With the prediction method being purely determin-

istic, this can be conveniently accomplished by varying the prediction point through

the output of the EKF and ensuring the predictable region is still sufficient in length

for the NMPC. The uncertainty within the system here is majorly based on these two

parameters; if a fairly accurate positioning system is deployed such as (for example)

a DVL, this can be minimised and reasonable predictions obtained according to the

results in Chapter 4.
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Figure 5.23: Trajectory tracking spatial comparison for case W1.

With regards to this, the start and end point of the tracking mission was specified

at (50,−8)m with respect to the prediction point at (0, 0)m (the sea-surface). The

mission was then specified to translate forward 5m longitudinally, ascend 5m, trans-

late backward 5m longitudinally and finally descend 5m back to the original position

all whilst minimising pitch displacement. This is shown in Fig. 5.21-5.24, firstly

showing a temporal segment of the vehicle behaviour for case W2 (Fig. 5.21) before

depicting the spatial directions of motion and the performance of the three different

control strategies in tracking the reference (Fig. 5.23-5.24). Visually, the circular

trajectories are an interesting trait as these relate to the wave-induced particle mo-

tions; these are naturally elliptical and decay exponentially with depth [298], hence

the displacements are much more apparent at 3m depth. This can also be observed

by the fact that in Fig. 5.24 the C-PD controller undergoes larger circular motions

at 8m, demonstrating the disturbances propagating deeper beneath the free surface.

Qualitatively it is apparent from this that the NMPC is the most accurate, with the

vehicle very rarely diverging from the reference apart from one instance - unsurpris-

ingly this relates to a point when the wave height is largest and the operational depth

is lowest, thus disturbances are largest.

Quantitative measures of performance are also presented, with the RMSE across

the entire mission shown in Fig. 5.25 for instances where spectral noise is both

considered and neglected. Even in the instances where the spectral components are

considered inaccurate, the NMPC strategy outperforms the FF strategy owing to the

optimisation stage of the control, allowing projection of the disturbances relative to
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Figure 5.24: Trajectory tracking spatial comparison for case W3.

the vehicle trajectory. At minimum across all cases there was a reduction of ≈ 42%

in the surge, ≈ 41% in the heave and ≈ 5% in the pitch when comparing the NMPC

with noise case to the ideal FF case. The reduction in the pitch is not as significant as

expected, mainly due to the operational depth and the fact that the natural restoring

forces of the vehicle assist in maintaining an equilibrium even without active control.

In terms of the effect of spectral noise on performance, the degradation appears

marginal which supports the claim that disturbance estimations can feature some

inaccuracy and still be exploited to good effect. In the lateral motions, an average

relative increase of ≈ 5% was witnessed for the FF scheme, whilst ≈ 30% was wit-

nessed for the NMPC scheme suggesting that the latter is more susceptible to noise.

However, in absolute terms the error is still maintained < 0.1m and the increase is

minimal, showing greater tracking performance in general. In terms of the pitch, the

increase was more significant with case W2 showing a 90% relative increase, but again

the error was maintained at ≈ 1o across all cases - well below an acceptable threshold

of high performance.

As with all cases considered in this work, the power consumed naturally increases

when deploying the predictive control methods, however what is interesting is that

minimal difference was observed in power consumed for the FF method when ne-

glecting and considering spectral noise. Interestingly, the consumed power actually

decreased for the FF strategy by ≈ 2− 3W across all cases. This is likely attributed

to poor disturbance predictions leading to less aggressive corrective action, supported
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Figure 5.25: (a)-(c) RMSE and (d)-(f) maximum error for each DoF and sea state
considered for the trajectory tracking mission, where FF-N and NMPC-N refer to cases
where measured white gaussian noise with a SNR = 10 is injected directly to the spectral

components output by the DSWP algorithm.

by the increase in positional error shown in Fig. 5.25. A comparison of power con-

sumption scaled relatively to RMSE is displayed in Fig. 5.26(b), which provides a

metric to rigorously compare the improved control performance against added power

expenditure. Here, the reciprocal of the power is scaled by 1/RMSE to provide an in-

tuitive measure of efficiency which scales approximately proportionally. This relative

ratio shows similar behaviour across all wave cases, fluctuating between 0.4−0.5W/m

for case W1 and ≈ 0.2W/m for the other two cases. This supports the statement

that the additional power consumed by the predictive strategies is utilised effectively,

with longer wavelengths exhibiting comparable behaviour. This is interesting, as it

could indicate a potential inflection point of spectral period where the performance

increase to consumed power relationship plateaus. For calmer conditions, the FF

method may be more applicable to sufficiently track the trajectory well with less

computational overhead. Relative to standard feedback control, the FF scheme still

offers a reasonable improvement in performance, which could be useful for missions

where power conservation is critical as touched on earlier. This is the major advan-

tage over only including a one-stage predictive control action, however the trade-off

lies in the performance.
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Figure 5.26: The (a) power consumed during the trajectory tracking mission and (b)
the power consumption relative to RMSE error, where the scaling is 1/RMSE.

5.5.4 Concluding Remarks

In this section, a method for the predictive disturbance mitigation of ocean waves

was investigated for underwater vehicles, utilising preview information of future dis-

turbances derived through the inclusion of a wave prediction method. With regards

to the wave predictor, an experimental study focusing on short-term short-distance

predictions returned a maximum RMSE of 0.045m over a 2s wave prediction, vali-

dating applicability for use within a predictive control architecture; this can also be

extended to larger distances and prediction intervals.

Upon embedding of the wave predictor within two different predictive control

methods (FF and NMPC), both were shown to effectively reduce the positional error

of the vehicle for both station keeping and trajectory tracking. With regards to sta-

tion keeping, the NMPC returned a mean improvement of 52% in comparison to the

FF scheme due to the inclusion of an optimisation stage; for trajectory tracking, the

NMPC reduced the RMSE by at least 42%. The strategy was tested under three dif-

ferent scenarios, demonstrating effective performance independent of wave conditions.

Significant wave heights were of magnitude several times larger than the vehicle length

(at minimum 6×) in all cases, proving the controller’s ability to mitigate large wave

loads. A power analysis was also performed, showing marginal difference in scaled

power expenditure relative to displacement. Finally, performance improvements were

demonstrated in the presence of various sources of noise, highlighting the robustness

of the system to variations between the predicted disturbances and those encountered

by the vehicle.

5.6 Conclusions

Throughout this chapter, a control method for wave-induced disturbance rejection

has been investigated for dynamic control of underwater vehicles. A complete end-to-

end framework was proposed, incorporating a DSWP algorithm to provide preview
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information of the wave-induced disturbances to a NMPC. Similarly, a FF control

scheme was proposed which exploits analogous preview information, but omits the

optimisation stage and only produces a single compensating control action; in con-

trast, the NMPC generates an optimal control sequence relative to a specified cost

function. An experimental study was undertaken to initially validate the accuracy of

the DSWP algorithm, followed by an extensive simulation study to analyse the per-

formance of the different control schemes. Analysis was undertaken when considering

both an accurate prediction and in the presence of sensor and spectral noise. Both

schemes were shown to outperform a standard C-PD controller for station keeping

and trajectory tracking missions, with the NMPC performing best with regards to

state error.

The results presented in this chapter provide evidence that predictive control,

once supported by a robust disturbance predictor, can indeed represent a solution

to the current limitations associated with the employment of autonomous vehicles

in hazardous ocean climates. The presented solution points to a viable, realistic

solution to the problem of robust operation in hazardous wave climates, which can

greatly assist in facilitating underwater vehicle uptake and deployment in a broader

range of offshore operations.
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Chapter 6

Predictive Disturbance

Rejection for Soft Underwater

Manipulators

6.1 Introduction

In Chapter 4, a control-based approach for disturbance mitigation of an underwater

vehicle was proposed, formulating a prediction of the wave-induced loads and explic-

itly considering this as an additional input for a NMPC scheme. This method exploits

the system dynamics in conjunction with the wave disturbance prediction to gener-

ate control inputs for both station keeping and trajectory tracking. The approach

in general provides a method for obtaining wave predictions (through deterministic

processes) in conjunction with a partnering control scheme. Given the promising

findings from the experimental and simulation study, applications featuring highly

nonlinear dynamics were also considered to test the ability of the framework further.

This led to an investigation deploying the same methodology for control of a soft

robotic manipulator subject to wave disturbances.

Soft robotic manipulators have several traits which are desirable in an underwater

scenario, particularly in a shallow water environment; the presence of increased mag-

nitude disturbances can restrict the use of traditional rigid-link manipulators, mainly

due to risk of damage to both the plant and the manipulator itself. The natural

compliance associated with the soft structure reduces this risk substantially, whilst

retaining the ability to include design features such as tunable stiffness (as alluded to

in Section 2.1.4) and reduced weight. This makes them ideal for manipulation tasks

or operating in harsh environments, however this also introduces a large degree of

non-linearity and susceptibility to state perturbations within the dynamical model in

contrast to classical manipulators. This trait poses the question whether the solution

proposed in Chapter 5 could be deployed to mitigate wave-induced effects in the case

of soft manipulator operation, examining the behaviour of a predictive control archi-

tecture for a system where multiple manipulator configurations can provide a valid

solution to the same control problem (as is inherent in multi-segment soft robots).
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This chapter details the application of a similar control scheme to that developed

in Chapter 5, discussing the end-effector tracking performance in the presence of wave-

induced disturbances. An extensive simulation study is undertaken, also covering

cases where the manipulator is only partially actuated. Concluding remarks are

then given to discuss the findings of this additional branch of research, the current

limitations of the solution and future developments required to continue progression.

6.2 Control Methodologies

Given that the purpose of this study is focused on mitigating modelled dynamic

disturbances to the manipulator state, it is intuitive that a model-based control ap-

proach would be adopted. Additionally, to perform the study comparatively against

a typical controller for soft manipulators, two control methodologies were considered

with the aim of demonstrating the necessity of active disturbance rejection, using one

as a baseline. For this purpose, a model-based kinematic controller was deployed as

a baseline controller that considers the robot posture as a point in the task space

xs ∈ R
2 and evaluates a configuration vector of suitable joint angles, q. Alternatively

a NMPC (that forms the contribution of this section) was also tested to explicitly

consider the disturbances and minimise end-effector postural error. Both strategies

were formulated to return a set of joint angles, with the NMPC utilising preview of

the disturbances to optimise this set. Subsequently, a low-level PD with FF com-

pensation controller was deployed to transform this set of joint angles into applicable

control torques. It should be noted that throughout this chapter the specific method

of actuation was not considered; several different methods can be adopted for this

(e.g. cable drives, pneumatics or hydraulics) in practice, but this was purposefully

left unspecified to provide a generalised control formulation agnostic to the type of

actuation. In reality an additional transformation would be considered between the

actuation method and the torque produced. This section therefore focuses on the

formulation of the controllers, rather than the physical actuation method.

6.2.1 Model-Based Kinematic Control

Stemming from the foundational theory presented in Section 3.3, control of the pos-

ture and end-effector position of a soft robot can be largely achieved using feed-

forward terms, assuming prior knowledge of the robot’s properties and dynamics

such as stiffness and damping coefficients (largely material dependent and easily ob-

tainable). To achieve a specific posture, the key terms alluded to above are mainly

the stiffness of the robot (which is directly related to the configuration) and the effects

of gravity (inclusive of buoyancy when operating in a fluid). Additional dissipation

occurs due to other damping effects (such as internal friction) and these can also be

compensated, however their magnitude is often negligible in comparison to stiffness
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Figure 6.1: Block diagram for the soft robot feed forward with PD control strategy,
described by Eq. 6.1. Here, A is an actuation mapping matrix (see Eq. 3.77, where AL

and AT are the left inverse and transpose of A respectively [197], with the dependency
on q has been dropped for conciseness.

and gravitational effects. The inclusion of a typical feedback controller in conjunction

with these feed-forward elements is a common solution to improve regulation/track-

ing performance further, inherently accounting for the above mentioned forcing terms.

Fig. 6.1 shows the block diagram form of this strategy.

Assuming that each segment is independently actuated and considering the soft

robot dynamics in Eq. 3.66, the feed forward with PD control law (FF-PD) can be

defined according to:

τ (q̄,q, q̇) = K(q̄) + G(q̄) + αs(q̄ − q)− βsq̇ (6.1)

where q̄ ∈ R
n defines the desired joint angle configuration and the matrices αs ∈ R

n×n

and βs ∈ R
n×n are two gain matrices for the proportional and derivative control

actions.

Given that it is desirable to operate in the task-space defined by Cartesian co-

ordinates rather than the joint-space defined by the configuration variable q, it is

useful to define a planning strategy which can solve for a set of joint angles given an

end-effector position. If the desired end-effector position is defined as xr ∈ R
2, it is

possible to solve for a desired configuration q̄ which satisfies this position according

to:
˙̄q = J†(q̄)(Ke(xr − h(q̄))) (6.2)

where J† is the Moore-Penrose psuedo-inverse and Ke is an error gain. This strategy

has similar traits to the thrust allocation method adopted in Chapter 5, however varies
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Figure 6.2: Block diagram overview of the control architecture deployed for end-effector
disturbance rejection; it should be noted dependencies have been dropped here in the

model for the sake of space.

in that a transformation between two reference spaces is considered. In practice, Eq.

6.2 is integrated numerically and serves as an input for the low level controller in Eq.

6.1. When adopting this strategy, the obvious assumption is that the desired position

x̄s is attainable and that a valid solution of the configuration variables q exists.

6.2.2 Nonlinear Model Predictive Control

As in the case of vehicle dynamic control, the use of a predictive control strategy that

contained an optimisation stage was of interest to investigate how the dynamics of

the robot could be exploited to produce higher accuracy control. The asset of MPC

lies in the ability to handle constraints as well as to account for the system future

dynamic response over a short time-horizon. In the case presented here, this latter

quality is exploited to incorporate impending hydrodynamic disturbances within the

future sequence of control actions (Fig. 6.2), aiming to adapt the optimal control

output to minimise environmental disturbances. As the general theory of MPC is

presented in detail in Section 5.4, a concise description of the NMPC formulation for

the soft robot is given here that aligns with the related notation.

The assumption is made that the initial end-effector state of the robot xinit ∈
R

2 is known and a reference state is defined at each timestep k such that xr,k =

[xr,k, zr,k]T ∈ R
2. Formulating the problem as an optimisation over the state and

control trajectory, the goal of the NMPC is to evaluate a set of control inputs, for-

mulated as a set of joint angles q̄ in this instance, which minimise a specified cost

function. These control inputs are then passed to the lower level kinematic controller

given in Eq. 6.1 to generate an applied actuation torque vector.
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Firstly, following an analogous approach to the case with an ROV, the soft robot

dynamics in Eq. 3.66 can be defined as a function such that:

ẋ = fm(x, q̄) (6.3)

where x and q̄ are used to represent the system state and the commanded joint

configuration. Subsequently, the dynamics are solved in discrete time through a

Runge-Kutta integration:

xk+1 = Fm(xk, q̄) (6.4)

at each timestep k. According to Eq. 6.4, the predicted soft robot configurations

Xk for a given sequence of command joint configurations Qk along the horizon Nc is

given by:

Xk =

















Fm(xk, q̄k)

Fm(xk+1, q̄k+1)
...

Fm(xk+Nc−1, q̄k+Nc−1)

















Qk =

















q̄k

q̄k+1

...

q̄k+Nc−1

















(6.5)

where x ∈ X and q̄ ∈Q represents the feasible sets limited by the defined constraints,

mainly the actuation capabilities along with the geometrical and physical properties

of the soft robot. From the above, we solve the following optimal control problem:

minimize
Xk,Qk

J = Vf,m(rxk+Nc
) + Vs,m(rXk,Qk)

subject to xk+1 = Fm(xk, q̄k),

Xk ∈ X ,

Qk ∈Q,

xk+Nc
∈ X f

(6.6)

where Vs,m and Vf,m represent the stage and terminal costs given by:

Vf,m(rxk+Nc
) = (rxk+Nc

)T Pm(rxk+Nc
) (6.7)

Vs,m(rXk,Qk) =
k+Nc
∑

k

(rxk)T Pm(rxk) +
k+Nc−1
∑

k

(∆q̄k)T Rm(∆q̄k) (6.8)

Here, Pm ∈ R
n×n and Rm ∈ R

n×n
m are positive definite weighting matrices on the

state and control respectively; rxk = xr,k−xk is the state error relative to the reference

state at each instance along the control horizon. As the control input takes the form

of a commanded joint angle configuration, ∆q̄ represents the intermediate angular

step; these terms are incorporated within Eq. 6.6 to prevent large step changes and

minimise the required control effort where possible. As we consider a generalised

actuation, we only place constraints on the desired joint angle rather than directly

on the produced actuation torque; the NMPC constraints can be easily adapted for
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this to include consideration of effects such as saturation. The optimised joint-angle

sequence is the direct input to Eq. 6.1 to actively adapt the robot configuration

to the disturbance. Although the control inputs are applied in the joint-space, the

optimisation is performed with reference to the task-space in order to operate around

a Cartesian position rather than a joint angle configuration.

6.3 Soft Robot Wave Disturbance Model

As the operational environment of the proposed manipulator is underwater, the in-

teraction with the fluid must be considered within the dynamic model, namely the

effects of hydrodynamic drag and added mass. Generally, there isn’t a widely ac-

cepted method for modelling these effects, but across the little literature dealing with

this problem [232, 233, 328] there are some analogies. Similar to what is accepted

in the offshore industry, a modelling process can be adopted by considering concepts

stemming from Morison theory [303] and following a similar framework described

throughout Section 3.3.2, whereby element-wise forces are evaluated as a summation

along the segment length and transformed into the joint-space (Fig. 6.3).

Intuitively and as in Eq. 3.66, it follows that the environmental disturbances can

be grouped into a generalized vector τE ∈ R
n defined as:

τE =
n
∑

i=1

∫ 1

0
JT

i (s,q)F i(v, v̇)ds (6.9)

where

F(v, v̇) = FA(v̇) + FD(v) (6.10)

is the total normal force acting on the i-th element relative to the Cartesian velocity

vector v in the local frame, consisting of the added mass contributions, FA, and drag

contributions, FD. These can be defined according to their hydrodynamic definitions

as:

FA(v̇) = MAv̇, FD(v) = Dvr (6.11)

where vr ∈ R
3 is a vector of Cartesian relative velocity components with null rota-

tional magnitude in the local frame. Also, D ∈ R
3×3 is a matrix of hydrodynamic

drag coefficients evaluated according to the manipulator properties.

Similarly and in accordance with the same assumptions given in Section 3.3.3, the

added mass and drag forces can also be defined in relation to the Cartesian velocities

evaluated at each point s along the robot abscissa. If the velocity vector in Eq. 6.9

is defined relative to the soft robot posture, it follows that:

v(s, q) = Rq(s, q)ẋs(s, q) (6.12)
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Figure 6.3: Visual representation of the fluid force integration across the segment body,
where the relative motion of the fluid is considered to account for non-steady flows and

evaluation is performed at each local point, s, along the manipulator length.

where the rotation matrix Rq(s, q) is defined relative to the base frame as

Rq(s, q) =





cos sq sin sq

− sin sq cos sq



 (6.13)

An analogous approach is also applied to determine the relative velocity of each point

s with respect to the fluid flow

vr(s, q) = Rq(s, q) [ẋs(s, q)− vf (s, q)] (6.14)

where vf = [up wp]T can be obtained using numerical methods such as those given

in Eq. 3.11-3.12. From this, the forces acting on each section s can be evaluated in

the local frame:

FA = −MAv̇ =





Xu̇ 0

0 Zẇ









vx

vz



 (6.15)

FD = −Dvr =





Dx 0

0 Dz









vr,x

vr,z



 (6.16)

where vx and vz are defined in the local frame. The hydrodynamic properties in the

matrix of added mass coefficients MA and drag coefficients D can be determined

using several means, as discussed in the following section. Finally, Eq. 6.15-6.16 are

directly substituted into Eq. 6.9 to be integrated along the robot body and evaluate
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the effect of the fluid disturbances on the robot dynamics.

6.3.1 Hydrodynamic Parameter Specification

Considering this model, several hydrodynamic parameters are required to calculate

the wave-induced loads enforced on the soft manipulator according to Eq. 6.11.

Generally these can be evaluated either experimentally or analytically; for the sake

of generality in the modelling process, the latter approach was adopted in this work.

For the added mass coefficients, these are evaluated as [329]:

MA =





Xu̇ 0

0 Zẇ



 =
πD2

s

4
Lρf





Cm,x 0

0 Cm,z



 (6.17)

where Ds is the diameter of the segment cross-section, L is the segment length and

Cm,x, Cm,z are inertia coefficients relating to the body added mass where Cm = 1+Ca

dictates the relationship with the added mass coefficient. The drag coefficients can

be obtained in similar fashion through:

D =





Dx 0

0 Dz



 =
1

2
ρfAf





Cd|vn| 0

0 Cf |vt|



 (6.18)

and Af , Cd, Cf are the projected area to the flow, the drag coefficient of the segment

and the frictional coefficient of the segment. It is worth noting that if Assumption

3.3.3 had not been adopted, the off-diagonal elements of these matrices can and most

likely would be non-zero. The hydrodynamic properties of the robot will vary accord-

ing to the morphology of each segment, both due to the nature of the cross-section

and the associated segment length. For longer segments with larger cross-sections, an

increased area will be subjected to hydrodynamic loading. However, the generalised

approach remains consistent and these values can be determined accordingly through

analogous experimentation or empirical calculations.

6.4 Simulation Study

To initially investigate the validity of applying the predictive control approach to a

system with a higher degree of non-linearity, a simulation study was undertaken in

which the multi-segment soft manipulator was fully submerged and situated at low

depth. Thus, disturbances arising from the presence of ocean waves are of higher

magnitude and will have greater influence over the robot dynamic behaviour, offering

better insight into the capabilities of the proposed control scheme. The manipulator

was assumed to be mounted on a fixed structure, approximating a floating base which

is performing station keeping accurately. This is analagous to the scenario depicted

in Fig. 6.3 which visualises the wave-induced loading on the manipulator body.
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Table 6.1: Soft manipulator geometric and hydrodynamic parameters for each identical
segment; values do not relate to any particular manipulator, but were chosen as generic

values to demonstrate the proposed control methodology.

Parameter Nomenclature Value Unit

Mass ms 0.5 kg

Length L 300 mm

Diameter Ds 50 mm

Local Stiffness κ(s) 0.5 Nm

Local Damping ds(s) 0.5 Nms

Drag Coefficient Cd 0.5 -

Frictional Coefficient Cf 0.5 -

Added Mass Coefficient Ca 0.6 -

Fluid Density ρf 1025 kg/m3

Body Density ρs 2330 kg/m3

Table 6.2: Control parameters for the soft robot.

Parameter Nomenclature Value

Prediction Horizon Nc 15

State Weight Matrix Pm diag(1,1,1)

Control Weight Matrix Rm diag(0.01,0.01,0.01)

Error Gain Ke 3.0

Proportional Gain αs 2.0

Derivative Gain βs 1.0

The manipulator is modelled with three independently actuated segments which

are all assumed to be identical with regards to their physical properties and hy-

drodynamic characteristics, provided in Table 6.1. Similarly, the control parameter

specifications are listed in Table 6.2. The justification for selecting three segments is

that this offers a complete operational workspace over only using two. Each segment

typically has control over 2DoF (PCC approach assumes zero torsion, only bending),

therefore three segments provides full 6DoF motion capability at the end-effector

upon extension to a spatial case from the planar motion assumed here. Essentially,

possessing > 3 segments is only advantageous with respect to forming more complex

postures, but this analogously increases the complexity of the dynamics and control.

The remainder of this section covers the configuration of the simulation environ-

ment, followed by the assumptions employed and an in-depth discussion of the results

obtained. Concluding remarks are then given based on these findings.
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Figure 6.4: Tested wave spectra for the soft robot control analysis, showing (a) the
frequency spectrum of the 3 different waves and (b)-(d) a temporal snapshot for wave

evolution for each wave.

Table 6.3: Statistical parameters for the 3 wave spectra considered throughout Chapter
6, varying in peak spectral period and scaled in significant wave height.

.

Case Reference Peak Period (s) Significant Wave Height Range (m)

S1 6.1 0.5-3 (0.5 increments)

S2 8.0 0.5-3 (0.5 increments)

S3 10.0 0.5-3 (0.5 increments)

6.4.1 Simulation Configuration

Following the approach adopted in Section 5.5, the simulated scenario was configured

to replicate the conditions the vehicle-manipulator system may encounter. This is mo-

tivated by the desire to eventually deploy the control method on a real soft robotic

manipulator fitted to a subsea vehicle, which although sits outside the scope of this

thesis is currently planned for future work upon fabrication of a physical manipula-

tor. In consideration of this and consistently with the previous studies in Chapters

4-5, real-world data was obtained to emulate a realistic shallow-water environment

and form a comparative study. This data was collected from the same location and

source as in Section 5.5, however alternative spectra was utilised in this instance.

This stems from the desire to test spectra at specific values and even intervals of

peak spectral period, with a particular interest on any potential relationship with

the soft robot dynamics. Similarly, as the wave height is to be scaled in the anal-

ysis, the chosen spectral periods represent viable values where the range of scaled

wave heights are plausible. As previously mentioned, the offshore renewable energy

industry is also active in this geographical area, confirming that the conditions tested

align with the tasks the proposed system is intended for. Similarly, this fact presents

grounds for deploying the DSWP approach utilised previously by exploiting the local
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Figure 6.5: Set-point regulation of six separate points, at two different depths and
three different longitudinal positions.

infrastructure - this would also entail further work, but would be achievable using

similar methodologies.

In total three different wave spectra were selected, purposefully choosing vary-

ing spectral peak periods to analyse any direct effect on the controller performance.

These are displayed in Fig. 6.4 with assigned case references in Table 6.3. A key

reason for varying this parameter in particular is to analyse how the variation of flow

across the slender body of the manipulator affects the induced oscillations; for lower

periods, this variation should be sharper thus may require more aggressive corrective

control. Likewise, the induced particle motions vary in shape and magnitude directly

in line with the wave period, so situating the manipulator at low depth implies wave

disturbances will possess significant magnitude and therefore have larger influence

over the dynamic behaviour of the robot. To this end, for each test performed a 60s

temporal segment was analysed with the manipulator situated at an operating depth

of z = −4m.

Within the simulation, solving for the subsequent state xk+1 is performed through

numerical integration over the discrete time interval ∆t = 0.1s, adopting a fifth-order

variable step Runge-Kutta method. For this analysis, the prediction horizon for the

NMPC was defined as tp = 15∆t.
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Figure 6.6: When subjected to the (a) wave train, the evolution of the (b) segment
tip positions with respect to the base at (0m,0m) shows good regulation, with the (c)
actuation torques and (d) wave loading torques also analysed. Shown are the evolution’s

for case S3 with Hs = 3m.

6.4.2 Simulation Results

Set-point Regulation

Initial validation of the controller behaviour encapsulated testing the ability to achieve

different configurations within the manipulator task-space. For these simulations,

disturbances were first neglected to qualitatively validate the capability of achieving

a suitable set of segment curvatures. As can be seen in Fig. 6.5, this was successful for

6 different desired set- points, where the tested set-points were purposefully chosen

to validate different depths and degrees of curvature, ranging from highly deformed

to highly extended. It should be noted that these figures display a snapshot from

the simulations and a selected set of attempted poses for demonstrative purposes. To

further illustrate the behaviour of the control when considering disturbances across

the temporal interval, Fig. 6.6 shows the evolution of the position, control torques

and wave loading for each of the three segments under the wave train depicted in

Fig. 6.6(a). Indexes 1, 2 and 3 respectively refer to the base, middle and end-

effector segments. With reference to the hydrodynamic torques, Fig. 6.6(d) shows the

independent fluid loading across each segment. As can be seen, the actuation torque

applied by the controller varies at each wave loading point of inflection, showing an

active effort to compensate for the disturbance and maintain the end-effector position

steady by exploiting the preview knowledge provided to the controller.
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Figure 6.7: RMSE error of the end-effector position controlled with MPC under a
range of significant wave heights and spectra peak periods, where the desired set-points
in (x,z) for each subplot are (a) (0.3m, −3.7m), (b) (0.5m, −3.7m), (c) (0.7m, −3.7m),
(d) (0.3m, −4.3m), (e) (0.5m, −4.3m), (f) (0.7m, −4.3m) with reference to an earth-fixed

frame.

The overall controller capability to compensate for wave disturbances was as-

sessed by undertaking set-point regulation tasks over a broad range of cases, as

listed in Table 6.3. For consistency, each case was tested across six end effector

set-points: (x, z) = (0.3m, −3.7m); (0.5m, −3.7m); (0.7m, −3.7m); (0.3m, −4.3m);

(0.5m, −4.3m); (0.7m, −4.3m), as shown in Fig. 6.5. The RMSE calculated across

60s temporal intervals is reported in Fig. 6.7. This provided an impression of the

deviation of the end-effector with respect to the specified desired set-point, which for

all simulations can be seen to be relatively low, substantially lower for larger waves

and intuitively larger disturbance torques in particular. Another observation taken

from the results in Fig. 6.7 is the peak period of the wave appears to have a notable

effect on the RMSE recorded, particularly when the manipulator is attempting to

maintain an end-effector position close to the base, i.e. when all segments undergo

high curvatures. This observation is also apparent by the fact that in Fig. 6.7(c)

and 6.7(f) there is less of an obvious deviation between the different wave formations.

Unsurprisingly, in all cases the highest error is witnessed when the manipulator is

subjected to the wave with the largest peak period. This likely owes to the fact

that experienced wave torques are larger due to the fluid particle motions becoming

elongated with respect to lower periods [297], thus the influence on the end-effector

position is more apparent.

To quantify the performance against the baseline controller specified in Section

6.2.1, identical tasks were undertaken and the RMSE of both strategies compared.

These extensive results are displayed in Fig. 6.8 by means of a non-dimensional error
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Figure 6.8: Variation in error between the MPC strategy and the baseline feedforward
+ PD strategy, represented as a normalised RMSE ratio. Shown are the results for case

(a) S1 with Tp = 6.1s, (b) S2 with Tp = 8.0s and (c) S3 with Tp = 10.0s.

ratio normalized by the positional error obtained with the feed-forward kinematic

control. These results highlight the superior performances of the MPC against the

baseline controller across all cases, showing substantial improvement in end-effector

control under disturbances. An intuitive observation is that the reduction in error

becomes more significant as the magnitude of disturbances grow. This is expected

as the baseline control performance will deteriorate at a faster rate, largely due to

the ability of the MPC to consider disturbances within the control architecture. The

largest reductions in error for each period across all poses and wave heights were

81.67%, 81.60% and 83.78% for cases S1, S2 and S3 respectively, whilst the lowest

reductions were 6.48%, 2.82% and 5.12%. Interestingly, these all referred to the same

pose; the larger reductions related to a set-point of (0.7m,−3.7m) and the lowest

to (0.3m,−4.3m). The inference here is that when the soft robot experiences higher

curvatures, the improvement in set-point regulation is less drastic due to the fact that

the body is experiencing a lower variation in flow and therefore a lower disturbance

torque. A similar cause is that higher depth will also imply lower disturbance torques,

so the variation in performance is expected to be lower. Ocean wave effects decay

exponentially with depth and in shallow conditions this decay is amplified [297], so it

is unsurprising that a clear difference can be seen between all set-points at z = −3.7m
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Figure 6.9: End-effector trajectory tracking task for a star path, initial condition fully
extended. Shown are the (a) wave elevation for case S3 with Hs = 3m, (b) end-effector
position with respect to the base at (0m, 0m) and (c) joint angle trajectories. Subscripts
τ and 0 refer to cases under disturbances and neglecting disturbances respectively.

compared to z = −4.3m.

Trajectory Tracking

All tests in the previous section involve defining a constant target position which the

controller attempts to regulate under disturbances. This is useful when performing

intervention tasks or maintenance tasks, where the focus of the prescribed goal is

fixated on a specific point. In contrast, tasks such as inspection typically occur over

a specified area, in which case the end effector is required to actively move. This is

an intuitive further extension to the analysis covered thus far, with the modification

to the control task being to define a trajectory which the end-effector must follow as

opposed to regulating a state. As previously, the goal here is to follow the reference

trajectory with minimal fluctuations while subject to wave loading.

With respect to this and to add some complexity to the task, a star trajectory

was prescribed (in the same task space reference as the control) for the controller to

attempt to track with the end-effector. All three wave spectra were considered for

this demonstration (Fig. 6.4) with significant wave height Hs = 3m, to analyse if the

peak spectral period affected the controller performance in any form. A visual repre-

sentation of the task for case S3 can be seen in Fig. 6.9-6.10, which shows evidence

of minimal discrepancy even under a considerable magnitude of wave disturbance.

Inspecting Fig. 6.9(c) closer, active varying of the joint angles can be seen to keep
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Figure 6.10: Spatial representation of the end-effector trajectory tracking task for
a star path, initial condition fully extended. Subscripts τ and 0 refer to cases under

disturbances and neglecting disturbances respectively.

the positional error to a minimum, particularly in the case of joint angle q3. As

anticipated, there are some minor instances where the end-effector varies from the

reference trajectory, however this appears to be limited to ≈ 0.05m at most. Dur-

ing tasks such as non-destructive testing, the compliance of a soft manipulator has

a higher chance of adapting to these wave-induced variations than in the case of a

rigid-link manipulator, without the need for high-precision impedance control at the

tip.

Evaluation of controller performance across the three spectra over a 60s time inter-

val yields RMSE of 0.2491m, 0.2944m and 0.2821m for case S1, S2 and S3 respectively.

This shows relatively consistent performance irrespective of wave period when track-

ing a trajectory, a markedly distinct behaviour from other underwater floating-base

systems such as ROVs as demonstrated in the work undertaken in Chapter 5. This

is justifiable by considering that, at such wave lengths, drag-based forcing will be

predominant and acting on the manipulator over timescales which are much larger

than the control timescale.

Robustness to Actuation Failure

An interesting aspect of deploying MPC for in these instances is the increased robust-

ness that comes with utilising advanced control over typical feedback methods. As

a plant model is exploited in the optimisation of the control inputs, adaptations to

adverse scenarios become simpler and more accessible. The example we consider in

this instance is one of the actuated segments ”failing”, i.e. it can no longer be actively

actuated and becomes passive. In this situation, the controller must compensate for

lack of control by manipulating the actuation of the other segments so that the desired
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(a) Second (mid) segment failure (b) Third (tip) segment failure

Figure 6.11: Set-point regulation validation of the control with varying actuation ca-
pability, showing poses at different depths and degrees of curvature when the (a) mid

segment is unactuated and (b) the tip segment is unactuated.

goal state is still achieved. Considering this, simulations were performed emulating

instances where a segment could not be actuated or controlled directly and the end-

effector position was purely controlled by the configuration of the other segments.

This was initially tested for three target positions across the same set of spectra: (x,

z) = (0.7m,−3.7m); (0.7m,0.0m); (0.7m,4.3m), in the absence of wave disturbances

to validate functionality. Subsequently, a quantitative comparison between the fully

actuated robot and a robot with a mid-segment actuation failure was performed,

analysing the RMSE of the end-effector position for the same targets. Inspecting the

data displayed in Fig. 6.7, a key inflection point can be seen at Hs ≈ 1.5m where

the value of Tp appears to become influential. Therefore, a reduced set of significant

wave heights in the range Hs = 1.5− 3m were analysed.

As displayed in Fig. 6.11, the controller was able to reconfigure the soft robot

to successfully reach the desired end-effector position, both when the second and

third segment were un-actuated and could not be controlled (independent of each

other). This is highly advantageous when considering the proposed application and

operational environment of these systems; it is likely the manipulator could sustain

some damage during operation, so if the instance arose where the actuation failed,

using advanced control like the MPC proposed here mitigates the risk of mission

failure. The limitation in this instance is that the workspace is reduced significantly,

however the ability to still partially operate is desirable when operating in extreme

environments. Generally, it is beneficial to maintain some functionality and attempt

to continue operating rather than abandoning the mission completely, particularly

from a costs incurred perspective.

With regards to quantitative performance, the results presented in Fig. 6.12
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Figure 6.12: RMSE of the soft robot end-effector in the presence of a mid-section
actuation failure, in comparison to a fully actuated soft robot. Shown are the results for
cases (a)-(c) S1, (d)-(f) S2 and (g)-(i) S3 when attempting to regulate the end-effector at
the position (x, z) = (a)(d)(g) (0.7m, -3.7m), (b)(e)(h) (0.7m, 0.0m) and (c)(f)(i) (0.7m,

-4.3m).

provide further evidence of the ability of the controller to still regulate the end-effector

position with minimal increase in RMSE. Across all positions and spectra tested,

only a 19.2% increase in RMSE was witnessed with respect to the fully actuated

case, which given that the robot has lost 1/3 of it’s manoeuvring ability is quite

remarkable. Still comparing the partially actuated case to the fully actuated case,

the wave with the largest peak period (case S3) showed the lowest disparity, recording

a 14.3% increase in disparity. Although the largest wave is expected to induce the

highest torques, this result could point to the higher frequency waves causing a passive

excitation of the middle segment, thus driving the error higher than when the segment

is controlled. Interestingly, there were some instances where the fully actuated robot

actually recorded larger RMSE than the partially actuated robot. However, a key

observation is that these cases exclusively relate to waves with the largest significant

wave height tested. The inference here is that when the wave becomes substantially

larger than the robot body length (≈ 3x larger), the control has difficulty regulating

the end-effector position regardless of actuation capability. It could also be argued

that the unactuated segment adds significant uncertainty to the controller dynamic

model, reducing the reliability and consistency of performance. It should be noted
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however that the values recorded are still a significant improvement in comparison

to standard control techniques which do not consider a time-history of the wave

disturbances within the control, as demonstrated in Fig. 6.8.

6.5 Conclusions

This chapter has proposed, implemented and successfully demonstrated a predictive

control strategy in simulation on a multi-segment soft robot for rejection of active

time-varying disturbances. The proposed strategy was shown to offer improved per-

formance in contrast to an alternative and widely used model-based feed-forward

plus PD controller, limiting the positional error of the end-effector in both set-point

regulation scenarios and end-effector trajectory tracking missions. The controller

was tested under numerous realistic scenarios which underwater manipulators com-

monly encounter, varying the wave-profile in spectral period to indicate performance

independent of loading behaviour. Additionally, the control strategy demonstrated

robustness in the form of fault compensation, where one of the soft robot actuated

segments was simulated as failing. The MPC still successfully attained the desired

end-effector position even in these instances, with a minimal increase in RMSE of

19.2% on average.

It was clear throughout the analysis that incorporation of the modelled distur-

bances within the control through the MPC strategy showed significant performance

improvements, with up to 84% reduction in error witnessed during set-point regu-

lation tasks. Successful trajectory tracking tests under wave disturbances were also

observed, showing constrained positional error throughout the tracking task irre-

spective of wave conditions. With reference to points raised regarding difficulties of

operating in a marine environment, MPC shows potential for improving the control

of underwater manipulators by accounting for disturbances explicitly within the con-

trol sequence optimisation, while accounting for system dynamics to minimize such

disturbances. The overall performances of the MPC are found to scale positively with

wave heights, further supporting the use of MPC as the definitive control solution for

real-world operation of soft manipulators.

These findings present evidence of the high potential related to using predictive

strategies for soft manipulator control, but also present a potential research direction

of combing this with the solution proposed in Chapter 5. The possibility of full body

ROV-soft manipulator control possess a multitude of advantages; these are discussed

in greater depth in Section 7.2.
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Chapter 7

Conclusions

7.1 Summary

Targeting the development of effective control solutions to mitigate wave-induced dis-

turbances for underwater robots, predictive approaches with embedded disturbance

preview information were investigated throughout this thesis. Broadly, the work was

undertaken in three parts:

• Development and experimental validation of a low-order wave-induced distur-

bance model, generalised for vehicle geometric and hydrodynamic parametriza-

tions (Chapter 4).

• Inclusion of an experimentally validated wave prediction algorithm within an

NMPC control strategy, providing a complete end-to-end solution for state reg-

ulation and trajectory tracking (Chapter 5).

• Analogous demonstration of an NMPC strategy for end-effector position reg-

ulation and trajectory tracking of a highly dynamic, soft robotic manipulator

(Chapter 6).

With reference to the research objectives set in Section 1.2 prior to this work, the

above points tackle these through the following aspects:

• Optimality - the NMPC framework performs an online optimisation to produce

a control action with greater suitability than typical feedback approaches. As

shown in Table 7.3, the lowest error with respect to the prescribed control goal

refers to the NMPC with disturbance preview information strategy.

• Robustness - the presence of noise within the simulated system was handled

effectively by the control; also, the case of partial actuation failure in the soft

robot was mitigated.

• Flexibility - the formulation of disturbance models was moulded to be applicable

to robots with varying geometric and hydrodynamic parameters, aiming for

generalisation in all aspects.
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Table 7.1: Summary of load estimation accuracy recorded during the analysis under-
taken in Chapter 4, where Cor-Coeff and Norm-Error refer to the correlation coefficient
and normalised error respectively for each wave case (see Table 4.1). Also, Fx, Fz and

Mθ are the surge, heave and pitch wave load respectively.

Variable Measurement
Wave Case

R01 R02 R03 JS01 JS02 JS03

Fx
Cor-Coeff 0.9250 0.9811 0.7207 0.9349 0.9661 0.9459

Norm-Error 0.1651 0.1024 0.053 0.1093 0.0633 0.0462

Fz
Cor-Coeff 0.9205 0.9882 0.6567 0.9688 0.9707 0.9317

Norm-Error 0.2729 0.1304 0.0144 0.1674 0.0779 0.0454

Mθ
Cor-Coeff 0.8728 0.8796 0.4570 0.6571 0.7637 0.6402

Norm-Error 0.2905 0.3063 0.2406 0.3383 0.1478 0.1318

Table 7.2: Summary of achievable DSWP accuracy during the analysis undertaken
in Chapter 5, displaying the length of wave prediction, RMSE and average prediction

processing time achievable for each wave case tested (see Table 5.2).

Wave Case Pred. Len. (s) RMSE (m) Ave. Proc. Time (s)

T1 3.063 0.045 0.026

T2 2.250 0.025 0.027

T3 2.000 0.016 0.021

Considering the aspect of optimality, the research was structured and undertaken

with the requirement of real-time deployment considered throughout. Estimation of

wave-induced disturbances was formulated by applying low-order and computation-

ally light techniques which maintained a sufficient degree of accuracy. Deterministic

predictions were proven to predict the wave temporal profile accurately in Chap-

ter 5, providing the relevant spectral information to apply the model developed and

validated in Chapter 4. A generalised modelling approach was key when deriving

simplified scaling models for the ROV station keeping in waves, analysing the accu-

racy of established models and low-order modelling techniques for fast yet accurate

parameter estimations. Likewise, by maintaining a theme of generalised modelling in

different aspects of the proposed solution, the overall framework inherently possesses

a sense of flexibility and remains agnostic to the specificity of the control, the un-

derlying hardware or actuation type. Effects of noise were handled effectively by the

control, particularly in scenarios where the anticipated wave and experienced wave

varied substantially in Chapter 5, highlighting a sense of robustness.

Quantitatively the findings from these research have been conveniently summarised

in Tables 7.1-7.4. Initially, the low-order wave loading model presented in Chapter

4 was demonstrated experimentally to produce high correlation and low normalised

point-by-point errors for the vast majority of cases investigated, detailed in Table 7.1.

This supported the initial hypothesis that knowledge of key spectral parameters and

hydrodynamic properties of the robot were sufficient to deduce the forces and torques
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Table 7.3: Summary of RMSE errors recorded during the analysis undertaken in Chap-
ter 5 for each irregular wave case with γ = 3.3 (see Table 5.5). The cases reported

considering noise (FF-N and NMPC-N) relate to a SNR = 10.

Task Wave Case DoF
RMSE (m)

C-PD FF NMPC FF-N NMPC-N

Station

Keeping

W1 x (m) 0.1436 0.0573 0.0241 0.0731 0.0396

Tp = 7.1s z (m) 0.1557 0.0620 0.0271 0.0771 0.0438

Hs = 2.78m θ (o) 2.5583 1.0068 0.3167 1.2433 0.6278

W2 x (m) 0.1731 0.0793 0.0365 0.0925 0.0543

Tp = 9.5s z (m) 0.1870 0.0825 0.0401 0.0986 0.0584

Hs = 3.47m θ (o) 2.1831 0.9641 0.4853 1.1018 0.8829

W3 x (m) 0.1807 0.0887 0.0451 0.0996 0.0597

Tp = 11.1s z (m) 0.1936 0.0915 0.0515 0.1071 0.0687

Hs = 3.24m θ (o) 2.0190 0.9466 0.6023 1.0841 0.9561

Trajectory

Tracking

W1 x (m) 0.1667 0.1270 0.0482 0.1342 0.0621

Tp = 7.1s z (m) 0.1740 0.1210 0.0473 0.1260 0.0662

Hs = 2.78m θ (o) 2.7067 1.3093 0.4952 1.3800 0.8409

W2 x (m) 0.1964 0.1399 0.0624 0.1486 0.0813

Tp = 9.5s z (m) 0.2074 0.1393 0.0641 0.1450 0.0822

Hs = 3.47m θ (o) 2.3330 1.1773 0.5788 1.3679 1.0976

W3 x (m) 0.1971 0.1376 0.0595 0.1443 0.0724

Tp = 11.1s z (m) 0.2093 0.1368 0.0641 0.1469 0.0857

Hs = 3.24m θ (o) 2.0605 1.0967 0.6508 1.2116 1.0455

acting on the vehicle, fuelling the investigation in Chapter 5. Here, obtaining the

aforementioned parameters was experimentally tested, with the results in Table 7.2

relating to the instance when a threshold is placed on both amplitude and frequency

and considering a measurement to prediction site distance of 15.07m. These clearly

show that acceptable prediction lengths, RMSE and processing times were achievable

to advance and embed the load estimation process within an NMPC structure. Sub-

sequently, the integrated system was tested within a simulated environment for both

station keeping and trajectory tracking of a ROV; Table 7.3 demonstrates that even

in the presence of significant noise valuable reductions in RMSE were recorded, high-

lighting the potential of the proposed methodology. In conjunction, analysis regarding

power expenditure in Chapter 5 supported the use of the NMPC, showing that the

relative power consumed to normalised RMSE was in a similar range as a typical feed-

back controller. Finally, a similar methodology was analysed when applied for control

of a highly dynamic system susceptible to system disturbances, namely a generic soft

robot manipulator. The results from this investigation are given in Table 7.4, again

highlighting the effectiveness of predictive control at mitigating state perturbations
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Table 7.4: Summary of RMSE errors recorded during the end-effector regulation anal-
ysis undertaken in Chapter 6 for each wave case (see Table 6.3), given as an average
RMSE across all analysed end-effector set-points per control. Here, NMPC-F refers to

the scenarios where the robot is only partially actuated.

Task Wave Case
RMSE (m)

FF+PD NMPC NMPC-F

End-Effector Regulation

S1 0.4166 0.1297 0.2504

S2 0.3920 0.1274 0.2271

S3 0.5011 0.1531 0.2328

and regulating a desired end-effector position, even when the controlled system loses

part of it’s actuation capabilities as displayed in the final column (NMPC-F).

Overall, the research detailed within this thesis presents valuable insights and

key findings, strongly supporting the plausibility and effectiveness of directly apply-

ing modelled short-horizon time history evolution’s of impending wave disturbances

within a predictive control structure. However, additional research is required to fully

form the proposed system and prove applicability thoroughly, as discussed in further

detail below.

7.2 Future Research Directions

Given the findings in this thesis, it is clear that a significant potential exists in the

proposed solution for disturbance mitigation of underwater robotic systems. How-

ever, as with every project which focuses on an initial validation, several further

developments are required to prove applicability in a real-world scenario. As this

thesis concerned two unique applications for the proposed framework, these will be

discussed separately for clarity before suggesting other interesting avenues which may

produce interesting branches for research projects stemming from the work conducted

in this thesis.

7.2.1 Nonlinear Model Predictive Dynamic Positioning

Exploiting Wave Disturbance Preview

For the application of a predictive strategy to improve the wave-induced disturbance

rejection capability of an underwater vehicle, the following areas have been identified

as being critical to advance this research further.

Extension into the Spatial Domain

The extension into three dimensions is intuitive but is a key element required to

completely validate the applicability of the proposed solution; this is a relatively

simple adaptation to the simulations from a theoretical perspective but introduces
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additional complexities with regards to dynamic coupling. Within this thesis, this

was neglected to present an initial validation of a planar case, partly owing to early

work utilising DSWP which focused on predicting predominantly planar shallow water

waves.

This relates to both the modelling of the plant and the prediction algorithm;

for the latter, this can be achieved by leveraging the work in [268]. An array of

sensors measuring the wave profile can be exploited to deduce the directionality of

the spectral wave components, providing the required information to spatially re-

construct the predicted wave field.

Integrated Experimental Studies

Although experimental studies were undertaken to validate the prediction and dis-

turbance estimation aspects of the work, the opportunity to test the full control

framework in experiments was unfortunately not possible in the allotted time-frame.

Given this, an obvious next step would be to synthesise the NMPC and perform some

initial validation and testing to confirm functionality when considering the wave to

be known at the plant location - the natural extension is incorporation of the DSWP

algorithm and inspection of control performance when exploiting the wave-induced

disturbance predictions in real-time. This would constitute a lengthy experimental

study which would test the framework in a controlled environment. If successful,

this constitutes a solid basis to advance into sea trials to rigorously test the solution

outwith a controlled experimental setting.

Outwith the control and prediction aspects but in relation to the above aims, work

would be required to explore communication protocols for achieving a link between

the wave measurement device and the ROV on-board computer. This would largely

depend on the vehicle platform adopted; if the current vehicle is maintained (the

BlueROV2), this would simplify this aspect owing to the use of the tether. Wireless

subsea communication would no longer become critical by using a computer above

the surface to receive the wave measurements, transmitting these to the ROV via the

tether directly. Of course this may introduce time-delays, but it is anticipated these

would be minimal. Typical approaches can be leveraged to establish full wireless con-

nectivity directly with the ROV (which would effectively allow the vehicle to operate

autonomously without pilot control), but this could constitute an entire project in

itself to determine suitable solutions.

Wave Prediction Algorithm Optimisation

Considering the prediction element of the framework, an interesting area of expansion

would be to investigate alternative algorithms, examining the accuracy to computa-

tional burden relationship. As this is a key factor which will affect the performance

of the control, it is critical to find a trade-off between these two parameters. It would
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also be interesting to test the suitability of the fixed-point method or using mixed

space-time data, with the aim of exploring various solutions to real-world deployment.

Similarly, assuming that the DSWP algorithm is maintained in future work, ap-

plying some of the suggested tools in [265] will be key to extend the attainable pre-

dictable region and improve prediction accuracy. This would entail a further experi-

mental study with both planar and multi-directional waves, examining which of the

techniques prove useful to extend predictions into longer time periods.

7.2.2 Predictive Disturbance Rejection for Soft Underwater

Manipulators

For the application of a predictive strategy to improve wave-induced disturbance

rejection in the context of a soft underwater manipulator, the following areas have

been identified as being critical to advance this research further.

Extension into the Spatial Domain

As with the case for vehicle control, the current system must be expanded into a

spatial case to include bending and wave disturbances which are not only planar.

Adapting the dynamic model of the soft manipulator to display this behaviour is

easily achievable using a constant curvature model, but it is uncertain how the wave-

disturbances will affect the highly coupled system in three dimensions. This could

lead to some erratic behaviour as the body is excited in different planes, so particular

attention will be required when applying the control. A similar approach can still

be followed for modelling of the wave profile, but requires inclusion of a directional

parameter to determine the propagation direction of each spectral component. For

non-spherical bodies, this becomes a key point of consideration as the wave-induced

load can no longer always be assumed as acting normal to the surface. As a first port

of call the normal force component can be extracted and analysed, but it is unclear

how the tangential force component may affect different geometries (for example a

square cylindrical body).

Similarly, the model employed throughout this section of work was the PCC rep-

resentation; this has proved useful in a large body of cases described in literature

[237, 196], but can lack detail in some instances when the body has a high level of

compliance or is capable of twisting excessively. It would be interesting to investi-

gate alternative models and their applicability, for example Cosserat approaches have

been shown to offer greater flexibility when bending cannot be assumed constant;

these also account for shear and torsion which is assumed null in the PCC approach

[330]. This could offer greater control over the soft manipulator configuration, but

may require careful consideration upon integration with the MPC scheme. It is likely

this will intensify the optimisation procedure - this leads nicely into the final element

of this additional research direction.
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The application of an efficient optimisation solving method similar to that imple-

mented for the ROV NMPC is key if this proposed approach is to be advanced further.

In Chapter 6 this was not adopted stemming from the additional complexities within

the robot dynamics (namely struggles when considering the configuration dependent

optimisation procedure), but to realise the system on a real world platform this is a

critical factor. Although processing time was not excessive in the cases presented in

this thesis, to be applied in real time improvements would be required which could in-

clude applying model-reduction techniques in conjunction with an efficient nonlinear

solver, amongst others.

These points link closely with the next research direction given below, which

involves experimentally validating the wave-induced disturbances acting on the soft

manipulator.

Wave-Induced Disturbance Model Validation

Assuming that the model expansion into three dimensions was achieved successfully,

an intuitive next step is to begin experimental validation of the proposed solution.

Firstly, the current model for wave-induced disturbances acting on a slender,

soft manipulator has been formulated and adapted from principles relating to Mori-

son strip theory [303], supported by previous works taking similar approaches [232].

There is some disparity between these works and the cases considered in this thesis

however, namely the presence of an active fluid which is perturbed by a time-varying

propagating wave. A key element of proving this framework therefore lies in exper-

imentally validating the wave-induced disturbance model presented in Section 6.3.

This would initially concern a spherical cylindrical body but can easily be expanded

to consider non-spherical bodies and also non-symmetrical, although the latter may

prove difficult to characterise from a hydrodynamic coefficient perspective. Never-

theless, this forms a critical next step as the predictive controller is highly dependent

on disturbance preview information featuring a reasonable degree of accuracy to per-

form well, as was seen in the case for the ROV (Section 5.5.3). This point can also

include the integration of a wave prediction algorithm, such as Algorithm 1. This

forms a minor advancement owing to the successful validation undertaken in Section

5.3 for DSWP, but similar to the case for an ROV could form a work package in itself

investigating different prediction tools for system optimisation.

Analogously, an interesting aspect of these experiments would be the variation

of results obtained when considering bodies manufactured with materials that can

and cannot deform under loading. For example, a plastic or metallic tendon driven

robot may display contrasting behaviour to a pneumatically driven silicone-based soft

robot, even though both can be modelled under the same principles of PCC.
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7.2.3 Combined Vehicle-Soft Manipulator Control

The discussions above consider each system independently, but high potential lies in

combining the two systems for the purpose of performing safe and robust inspection

or intervention at close-vicinity.

MPC was shown to greatly improve regulation and tracking performance inde-

pendently in Chapters 5-6, so the extension to full body control of an ROV equipped

with a soft manipulator is expected to share the same potential. In particular, the

possibility of the controller being able to optimise for both a vehicle and soft manipu-

lator pose in tandem is a proposal which is yet to be tackled. This would add a great

deal of robustness to the system, notability due to the compliance of the soft ma-

nipulator increasing the ability to withstand unexpected torques and collisions. This

application has been proposed for delicate grasping of organisms [226], but these

were completely piloted and focused on the design element over the control. It should

also be noted that much higher transmitted forces and torques are required if a soft

manipulator is to be functional for operating elements of underwater energy-related

plants; this aspect falls under the design remit of this extension but also concerns

the control. A related factor which could help tackle this problem is the inclusion

of variable stiffness mechanisms to actively alter the load bearing capacity of the

manipulator [220, 216]. This would facilitate greater capabilities at the end-effector

whilst retaining the advantageous compliance inherent to soft robots, taking a hybrid

soft-rigid approach. This can be achieved through concepts related to bead-based

designs and tendon driven actuation for example, amongst others.

Inherently a soft manipulator can achieve configurations a standard manipulator

cannot, improving the operational capabilities of current systems substantially. Com-

bined ROV manipulator control has been the topic of some research in recent times

[331, 332], so this extension can potentially replace current systems within industry

if proven to be successful. If implementation of these recommended advancements

in an integrated system can be achieved, this paves the way for autonomous vehi-

cles with augmented manipulation and inspection capabilities to become a reality.

Not only that, but operation in environments normally precluded to robots and hu-

mans becomes possible, taking a significant step towards safer, reliable and efficient

exploitation of marine renewable energy technologies.

7.3 Implementation in the Field

Translating research from a lab-based setting into the field can present a multitude of

challenges, thus considerations must be made and possible areas of concern addressed

throughout the research process. The concerns relating to this work will be addressed
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here in two parts: those relating to obtaining the wave prediction, and those relating

to exploiting the wave prediction within the control.

Obtaining the wave prediction through DSWP relies heavily on being able to

measure the wave profile in some manner. Measuring the wave profile directly can

be facilitated through some apparatus such as a wave-rider buoy, a wave gauge at-

tached to a nearby structure or using more recent technological developments such as

LIDAR (which has been adopted in recent works 2.11). In a lab setting this is easily

acquired through wave gauge apparatus, however translation into the field is not so

unachievable given our intended application is for operating nearby structures. This

provides a localised point to take measurements from, particularly in the case of an

offshore wind farm where there is an array of structures. This has the advantage over

wave-rider apparatus of being a fixed structure, although deployed wave buoys pos-

sess accurate GPS location capability and so drift can be accounted for by leveraging

this. Alternatively, pressure or fluid velocity measurements also present potential for

acquiring measurements, given they possess the same frequency components. The

drawback here is that an additional transformation may be required to obtain pa-

rameters such as wave elevation, but it is certainly a viable solution to obtain the

information required to evaluate the disturbance model.

Addressing how the disturbance estimations can then be exploited requires a dis-

cussion on communication methods. For a tethered operation this forms less of a prob-

lem, as communication from the measurement apparatus can be performed above the

surface to a "ground station" and subsequently transferred to the ROV via the tether.

Latency would have to be considered, but given that predictions of 2s were obtain-

able during this work, a minor time delay in data transfer should not cause problems.

Un-tethered operations would be more challenging, but by no means impossible by

leveraging standard methods such as acoustic communications used for AUVs. The

other consideration on the exploitation side is estimating the vehicle state. Typically

this is performed through sensor fusion, using multiple measurements from sensors

such as (but not limited to) a DVL, sonar, etc. - as is done in this work, these are

then fused using some form of state estimator to provide state feedback. It should be

noted that in an experimental setting this does not form an issue as highly accurate

tracking apparatus is readily available, specifically the Qualisys system as used in

Chapter 4. Both state and wave measurement information can be fed into a local

computer and transferred to the ROV through the tether, therefore implementation

does form a major concern.

In general, the major concerns noted above can be addressed using typical meth-

ods and by taking sufficient steps to account for communication latency and state

uncertainty. Overall, translation in the field is certainly viable and a future target

upon further experimental validation of the proposed method.





159

Appendix A

Publications

A.1 Published

Listed below are all publications which have been accepted for inclusion within the

proceedings of conferences or a journal issue, inclusive of those which have been

accepted but are still in press and being processed.

• K. L. Walker, A. A. Stokes, A. Kiprakis and F. Giorgio-Serchi, "Investigating

PID control for station keeping ROVs", Proc. UKRAS20: "Robots into the Real

World", Lincoln, U.K., pp. 51-53, 17 April 2020.

• R. Gabl, T. Davey, Y. Cao, Q. Li, K. L. Walker, F. Giorgio-Serchi, S. Aracri,

A. Kiprakis, A. A. Stokes and D. M. Ingram, "Experimental force data of a

restrained ROV under waves and current", Data, vol. 5, no. 3, 30 June 2020.

• K. L. Walker, A. A. Stokes, A. Kiprakis and F. Giorgio-Serchi, "Impact of

Thruster Dynamics on the Feasibility of ROV Station Keeping in Waves", Proc.

of Global Oceans 2020: Singapore-U.S. Gulf Coast, pp. 1-7, 05 Oct. 2020.

• K. L. Walker, R. Gabl, S. Aracri, Y. Cao, A. A. Stokes, A. Kiprakis, F. Giorgio-

Serchi, "Experimental Validation of Wave Induced Disturbances for Predictive

Station Keeping of a Remotely Operated Vehicle", IEEE Robotics and Automa-

tion Letters, vol. 6, no. 3, pp. 5421-5428, 27 April 2021.

• K. L. Walker, R. Gabl, S. Aracri, Y. Cao, A. A. Stokes, A. Kiprakis, F. Giorgio-

Serchi, "Experimental Validation of Unsteady Wave Induced Loads on a Sta-

tionary Remotely Operated Vehicle", Proc. of IEEE International Conference

on Robotics and Automation (ICRA), Xi’an, China, pp. 2242-2248, 30 May

2021.

• R. Gabl, T. Davey, Y. Cao, Q. Li, K. L. Walker, F. Giorgio-Serchi, S. Aracri, A.

Kiprakis, A. A. Stokes and D. M. Ingram, "Hydrodynamic loads on a restrained

ROV under waves and current", Ocean Engineering, vol. 234, 15 Aug. 2021.

• M. Chellapurath, K. L. Walker, E. Donato, G. Picardi, S. Stefanni, C. Laschi,

F. Giorgio-Serchi and M. Calisti, "Analysis of Station Keeping Performance of



160 Appendix A. Publications

an Underwater Legged Robot", IEEE/ASME Transactions on Mechatronics,

vol. 27, no. 5, pp. 3730-3741, 22 Dec. 2021.

• K. L. Walker, A. A. Stokes, A. Kiprakis and F. Giorgio-Serchi, "Feed-forward

Disturbance Compensation for Station Keeping in Wave-dominated Environ-

ments", Proc. of Oceans 2023, Limerick, Ireland, 2023. In Press.

• K. L. Walker and F. Giorgio-Serchi, "Disturbance Preview for Nonlinear Model

Predictive Trajectory Tracking of Underwater Vehicles in Wave Dominated En-

vironments", Proc. of IEEE International Conference on Intelligent Robots and

Systems (IROS), Detroit, Michigan, U.S.A, 2023. In Press.

A.2 Under Review

Listed below are all publications which have been submitted for inclusion within the

proceedings of conferences or a journal issue, but at the time of submission of this

thesis have not received a final decision. It is anticipated that these will be published

after review and form further contributions to the field.
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Appendix B

Reference MATLAB Scripts

B.1 WAMIT Symmetrising Script

Sourced and provided by [310].

%This script properly formats and averages out the added

mass matrix data from WAMIT.

rho_w = 1025;

% Setting up the added mass matrix for no -wave zone.

Added_mass = dlmread ('brov2 .1');

M_a = zeros (6 ,6);

row = Added_mass (:, 2);

col = Added_mass (:, 3);

val = Added_mass (:, 4);

T_gdf = diag ([1, -1, -1, 1, -1, -1]);

for i = 1: length (val)

M_a(row(i), col(i)) = rho_w*val(i);

end

M_a = T_gdf*M_a*T_gdf;

M_a_assym = M_a;

for i = 1:6

for j = 1:6

M_avg = (M_a(i,j) + M_a(j,i))/2;

M_a(i,j) = M_avg;

M_a(j,i) = M_avg;

end

end

format shortG ;

dlmwrite ('Added Mass.txt ', M_a ,'\t');
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